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Simulation parameters
• Scenario

– Single-hop output-generated hotspot (OG-HS)
• OG-HS definition: step impulse of width [0.1-0.5] s

– Uniform loading from all nodes
• Uniform = sending at same rate to all nodes except self

– Load = 85%
• Network

– N = 16; M = 600 KB/port
– 1) Shared memory

• PAUSE applied to all ports simultaneously based on global high/low watermarks
• watermarkhigh = N*(M – rtt*bw)
• watermarklow = watermarkhigh / 2

– 2) Partitioned memory per input
• Deadlock prevention
• PAUSE applied on a per input basis based on local high/low watermarks
• watermarkhigh = M – rtt*bw
• watermarklow = watermarkhigh / 2

• BCN modelled as  quadratic lag system
• Params used:

– W = 2.0 (baseline)
– Gi = 6.6667*10-4
– Gd = 1.6667*10-6
– Qeq = 150 KB (= M/4)
– Psample = 2%
– Ru = Rmin = 10 Mb/s
– No BCN(0,0) or BCN_MAX
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Tput & Qlength - Shared memory: With and w/o BCN

No BCN

Psample = 2%

Without BCN, TP[all] 
oscillates between ~15 
MB/s and ~1187 MB/s due 
to global PAUSE

During hotspot, TP[1] equals 
250 MB/s in both cases

Without BCN, memory is 
full (9.6E6 B)

port 1 (OG Hotspot)Aggregate Tput

port 1

w/ BCN, Tp[all] ~1012MBps

with BCN, converges 
around 200 KB
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Throughput & queue length - Partitioned memory

Without BCN, TP[all] oscillates 
around 250 MB/s

No BCN

Psample = 2%

port 1
Aggregate

port 1

with BCN, TP[all] rapidly 
converges on ~1012 MB/s

under-run

overdamping 
(cause under-run)
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Gd sensitivity – Shared memory

Damping range:
Gd0 = 6.6667*10-7

Gd = 0.10*Gd0
Gd = 0.25*Gd0
Gd = 0.50*Gd0
Gd = 1.0*Gd0
Gd = 2.5*Gd0
Gd = 5.0*Gd0
Gd = 10.0*Gd0

Aggregate
port 1

port 1

under-run due to 
over-damping

Over-damped

Under-damped: 
too low damping 
ratio ζ= cos θ

under

over

high settling time (too small 
real part of the pole)

% over-
shoot
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Gd sensitivity – Partitioned memory

port 1

port 1

Aggregate

Damping range:
Gd0 = 6.6667*10-7

Gd = 0.10*Gd0
Gd = 0.25*Gd0
Gd = 0.50*Gd0
Gd = 1.0*Gd0
Gd = 2.5*Gd0
Gd = 5.0*Gd0
Gd = 10.0*Gd0

under

over

under-damped: 
too low damping 
ratio ζ= cos θbetter settling time 

(still too small real part of pole)

Over-damped

% over-
shoot
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Conclusions

• Without BCN, overall performance is severely 
degraded
– Hogging occurs with shared as well as partitioned 

memory
– Mean aggregate throughput gated by hotspot throughput

• BCN is able to control the hotspot
– OQ steady state length exceeds target
– OG exposes sensitivity to Gd

• Gd too low: Underdamping => Low response speed; overall 
throughput suffers because hogging is not sufficiently reduced

• Gd too high: Overdamping => Excessive throttling; hotspot 
throughput suffers, queue length oscillates strongly

=> narrow range of optimal Gd

– Shared memory has worse settling time and % overshoot 
than partitioned memory
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