
Confidential & Proprietary

400G-SR8 
Broad Applications for Datacenters 

March 6th
Zuowei Shen
Google Technical Infrastructure

1



Confidential & Proprietary

Supporters 

● Christophe Metivier, Arista Networks
● Chris Cole, Finisar
● Jonathan King, Finisar
● Brad Booth, Microsoft
● Piers Dawe, Mellanox
● Robert Lingle, OFS
● Frank Chang, Inphi
● Tom Yang, YOFC
● Steve Swanson, Corning
● Osa Mok, Innolight
● Dennis Tong, SAE
● Yi Jiang, Accelink

 

● Atul Gupta, Macom
● Angus Lai, Macom
● Marek Tlalka, Macom
● Bernard Lee, Senko
● Mabud Choudhury, OFS
● David Malicoat, Senko
● David Li, Hisense
● Zhigang Gong, O-net
● Kenneth Jackson, Sumitomo
● Ali Ghiasi, Ghiasi Quantum
● Chongjin Xie, Alibaba

2

https://plus.google.com/u/0/104666898741820057056?prsrc=4


Confidential & Proprietary

Overview
● Low cost: SR8 is the cost optimized 400G end to end solution for greenfield new 

install/ brownfield upgrade for <50m reach. 
● Flexibility: 400G-SR8 offers flexibility of fiber shuffling with 50G/100G/200G 

configurations.  It also supports breakout at different speeds for various applications: 
compute, storage, flash, GPU, and TPU.  

● High density: 400G-SR8 OSFP/QSFP DD transceiver can be used as 400GBASE-SR8, 
2x200GBASE-SR4, 4x100GBASE-SR2, 8x50GBASE-SR 

● Backward compatibility: Compatible optical specifications (850nm wavelength, 
receiver sensitivity, etc) with 100GBASE-SR4 and 40GBASE-SR4. Compatible with 
existing MPO-12 fiber plant through use of break-out cable.

● Reach: Same reach as 100GBASE-SR4: 70m OM3, 100m OM4.
● Fast time to market:  All components (850nm 50G PAM4 VCSEL, MPO16)are ready.
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ToR to Leaf: Flexible BW with Better Fault Tolerance

8-lane MMF enables flexible BW between switches in green field (new install) 

Leaf

TOR

Spine
Per port 
in TOR 

Per port in 
Leaf switch

Cable Implementation Example

1x400GbE 1x400GbE MPO16 at switch <-> MPO16 at 
patch panel

2x200GbE 2x200GbE Shuffle cable: MPO16 at switch port,  
MPO16/MPO32 at patch panel

4x100GbE 4x100GbE Shuffle cable: MPO16 at switch port,  
MPO16/MPO32 at patch panel

2x200GbE 200GbE MPO-16 break-out to two MPO-12 
cables (octopus) 
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Max Port Density in Brownfield Upgrade
8-lane MMF design  allows maximum port density and maximum efficiency in brown field upgrade. 

Per port in TOR Per port in Leaf switch Cable Implementation Example

2x100GbE (8x25G 
NRZ)

1x100GbE (4x25G 
NRZ)

Breakout cable: MPO16 at TOR <-> 2xMPO8 at patch 
panel

2x40GbE
(8x10G NRZ)

1x40GbE
(4x10G NRZ)

Breakout cable: MPO16 at TOR <-> 2xMPO8 at patch 
panel

Leaf

TOR

Spine

New 
machine

Existing 
Fabric

New generation machines can be deployed 
into existing fabric. Lower speed leaf/spine 
switch can be upgrade later as needed. 
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ToR/Switch to Server Breakout Topology

● Optical connection between TOR/S1 switch and servers provides flexible bandwidth to server and 
solve the mismatch between network ports and server ports. 

● Different application required different server BW, from 50GbE to 200GbE/400GbE 
● 8-lane MMF applications: break out to  IEEE lower speed interfaces:

○ 8x 50GBASE-SR: MPO16 to 8xLC
○ 4x 100GBASE-SR2 (2x50): MPO 16 to 2xMPO8
○ 2x 200GBASE-SR4 (4x50): MPO 16 to 2xMPO8
○ 2x 100GBASE-SR4 (4x25): MPO 16 to 2xMPO8

● AOC could be an option, but deployment is difficult especially when one server connects to multiple 
switches. 
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Server

Switch to Server Breakout

Switch ASIC
256x50G
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Technical feasibility 

Optical return loss needs to be specified at both Tx and Rx

● 0.7dB penalty with 20dB MPI @1e-6

● 100m OM3 reach with KP4 FEC (2e-4) has been demonstrated 
with PAM4 VCSEL and 25G NRZ VCSEL.

● Leverage 50GbE Electrical I/O specification. 
● Define optical specification for 400G-SR8

Example: 50G PAM4 B2B BER 
and BER over 100m OM3 fiber
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Summary
● 400GBASE-SR8 has distinct identity from SR16 and  supports applications not 

supported by SR4.2
● For 400GbE switch to switch connections, SR8 operates over a lower cost and 

more user-friendly MMF cable than SR16. It offers better network port 
utilization

● 400GBASE-SR8 specification would permit implementers to design one module 
offering breakout capability to support 50G/100G/200G connections.

● This is no different than 40GBASE-SR4, and 100GBASE-SR4 which were all 
used for break-out and shuffle, with IEEE standard only specifying point to 
point link. These were very successful IEEE MMF standards.

● Technical feasibility has been demonstrated. 
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