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Abstract 
This document proposes a control protocol, EGVRP, which extends the number of VLANs supportable to as many as 16,777,214. The new EGVRP is intended for use in new Provider Bridges under standardization by the IEEE 802.1ad working group.  The EGVRP extension will allow Provider Bridges to offer a greatly increased number of service instances. The first part of this document describes EGVRP as a new GARP application. EGVRP defines a Service tag size of 24 bits, together with a mask that defines how many bits of the 24 bits are actually used in the entire network for a particular implementation. The second part of this document analyzes the scalability of the underlying protocol GARP when using a larger number of S-VIDs. Following this analysis some changes are proposed to improve on EGVRP’s scalability and efficiency.


GVRP background
GVRP provides a mechanism for dynamic maintenance of the contents of Dynamic VLAN Registration Entries for each VLAN, and for propagating the information they contain to other Bridges. This information allows GVRP-aware devices to dynamically establish and update their knowledge of the set of VLANs that currently have active members, and through which Ports those members can be reached.
VLAN-aware Bridges register and propagate VLAN memberships on all Bridge Ports that are part of the active topology of the underlying Spanning Tree. Incoming S-VID registration and de-registration information is used to update the Dynamic VLAN Registration Entries associated with each VLAN. Any changes in the state of registration of a given S-VID on a given Port are propagated on Ports that are part of the active topology of the Spanning Tree, in order to ensure that other GVRP-aware devices in the Bridged LAN update their Filtering Databases appropriately. The Filtering Databases in all GVRP-aware devices are thus automatically configured such that the Port Map in the Dynamic VLAN Registration Entry for a given S-VID indicates that a given Port is registered if one or more members of the corresponding S-VLAN are reachable through the Port.
EGVRP: a GVRP extension
GVRP allocates 12 bits to each S-VID, by defining a two byte attribute size. EGVRP allocates 24 bits to each S-VID, by extending the attribute size in GARP to 3 bytes. It also defines a global parameter that defines how many bits of each S-VID are used. We call this parameter the Unified Address Size. It is a global parameter throughout a provider network, set during network configuration by means of Network Management Software. The Unified Address Size is defined in the MIB. Its value ranges from 12 to 24. 
The value of unified address parameter affects all registers and databases that hold S-VIDs. They all have to be configured with this parameter at startup.  
EGVRP defines two different methods for encoding S_VIDs in frames. One method provides a dense packing for use when advertising the entire database of S_VIDs, the other provides a method for packing partial database updates. The latter would be used for normal steady state operations when occasional updates are being made to the databases. However, when a complete database update, such as in a synchronized start-up scenarios is needed, the packet load from 2^^24 S-VIDs, using the first attribute type is high. Each S-VID requires 5 bytes of encoding, multiplied by the number of S-VIDs, representing as many as 55924 frames in every transmission. The method used for encoding S-VIDs with Attribute type 1 is inefficient for transferring the entire databases, but very efficient for transferring small updates.
Attribute type 2 saves space by not encoding any S-VID value, and having all S-VID states  present and encoded in sequence. (This encoding has been used in other proposals) Every S-VID has 5 distinct attribute events. 3 S-VID states can be encoded in one octet. With this encoding the packet load for 2^^24 S-VIDS is reduced from 55924 to 3729 frames. Transmission of an entire database of 2^^24 S-VIDs takes 44.74ms on a 1Gbps link. 2^^20 S-VIDs are encoded in 349525 bytes, which can be packed in 233 frames of 1500 bytes. It takes 2.76ms to transmit 233 frames on a 1Gbps link. The underlying protocol GARP, allows for a maximum of 3 such transmissions every 300ms. It means that advertising an entire database for 2^^20 S-VIDs can not consume 3% of the bandwidth on a 1Gbps link at any time.
Table 1-1 shows how many frames are required for different number of S-VIDs. We calculated that 2^^20 S-VIDs in the case of a synchronized start-up, using Attribute type 2, constitutes less than 3% of the traffic on a 1Gbps link.  

	S-VID

Size   
	Number of S-VIDs
	EGVRP

(Steady state) number of frames
	Transmission time  (steady state) @ 1Gbps   
	EGVRP with dense encoding 

(Number of frames)
	transmission time with dense encoding @ 1Gbps
	Upper bound of traffic load with dense encoding @ 1Gbps **

	12
	4094
	14
	168ns
	1
	12ns
	<1%

	16
	65534
	219
	2.62 ms
	15
	180ns
	<1%

	18
	262144
	874
	10.48 ms
	59
	708 ns
	< 1%

	20
	1048574
	3495
	41.94 ms
	233
	2.76 ms
	<3%

	24
	16777214
	55924
	671ms
	3729
	44.74 ms 
	<45%


** The percentages shown are based on the following:

In a point-to-point environment, in any period of 1.5*JoinTime the Applicant can not exceed a maximum transmission rate of 3 such transmission opportunities.
With a JoinTime of 200ms as specified for the GARP protocol, these percentages show the worst case bandwidth usage at any given time over a 1Gbps link.

EGVRP is a GARP application. It uses all mechanisms and state machines defined by GARP. In this part of the document we analyze GARP. This is required as EGVRP allows for up to 2^^24 S-VIDs. In this section we first describe GARP’s state machines, and behavior. Then we analyze how increasing the number of S-VIDs affects it.

Analysis: GARP
Each GARP participant implements three protocol components:
· An Applicant protocol component per attribute
· A Registrar protocol component per attribute 
· A single leave All protocol component
The full GARP participant state machine is designed to operate in a shared media environment. Some states such as the Passive Member and Observer states were designed to reduce traffic in such environment.  In a point-to-point LAN, where only two GARP participants are present, the full Applicant state machine is redundant. The simple Applicant state machine should be implemented. Also, the timing of transmission opportunities in the state machines is different in a point-to-point LAN environment. Based on the shared media assumption, GARP randomizes transmission opportunities between 0 and JoinTime** seconds. This avoids the risk of multicast storms occurring during periods of configuration change. In a point-to-point LAN this does not apply. The definition of when a transmission opportunity can occur is redefined as a maximum transmission rate of no more than three such opportunities in any period of 1.5*JoinTime** seconds.   **GARP defines JoinTime of 20 centiseconds.
EGVRP should  only be used in a point-to-point environment. In a shared media environment, the results and conclusions made in this document are not valid. 

Figure 1-1: The following figure illustrates the result of different end stations declaring the same attribute from different edge ports. All end-stations register the attribute and some bridges register it on more than one port.
Table1-2: The following is Table 12-9 IEEE P802.1 1D/D4, describing the Simple Applicant State Machine, which applies to point-to-point links: (For more detailed information please refer to the original document)
	
	Very Anxious
	Anxious
	Quiet

	transmitPDU!
	Send Join In / Anxious
	Send Join In / Quiet
	Not Applicable

	Receive JoinIn
	Anxious
	Quiet
	Quiet

	Receive Join Empty
	Very Anxious
	Very Anxious
	Very Anxious

	Receive Empty
	Very Anxious
	Very Anxious
	Very Anxious

	Receive leaveIn
	Very Anxious
	Very Anxious
	Very Anxious

	Receive LeaveEmpty
	Very Anxious
	Very Anxious
	Very Anxious

	LeaveAll
	Very Anxious
	Very Anxious
	Very Anxious

	Request Join
	Not Applicable
	Not Applicable
	Not Applicable

	Request Leave
	Send Leave Empty/ Observer
	Send Leave Empty/
Observer
	Send Leave Empty/
Observer


The applicant’s task is as following:

1) To ensure that the participant’s declarations are registered by other Participant’s Registrars
2) To ensure that other Participants have a chance to re-declare (rejoin), after anyone withdraws a declaration (leaves)
The  Simple Applicant has only three states per port and per attribute. It can be encoded in two bits.
The state machine reaches and stays in the Quiet state, unless another participant is in the process of deregistering the attribute, or is simply declaring the attribute without registering it. In these cases the Applicant becomes very anxious, and starts sending JoinIn messages, until it reaches the Quiet state again.
This is a "hard-state" protocol, meaning that in the absence of some event triggering the protocol response, the protocol's state will remain unchanged for an unbounded time period. 

In a soft state model the Applicant is expecting updates regularly. Timers are set to account for updates in a period of time. The failure to receive an update in that period triggers a transition in the state machine. In a soft state model, the Applicant does not reach the Quite state, and will expect updates to arrive regularly, which creates continuous background traffic. 
In a synchronized start-up, EGVRP advertises the entire database, until it reaches a steady state. The traffic load per link it generates is in the same order, as a soft state protocol. After it reaches the steady state, the hard state is maintained unless triggered by an event. The soft state on the other hand, continues to update all attributes on a regular basis. Obviously, the efficient communication a “hard state” protocol like GARP offers is an advantage with the large number of S-VIDs.

The registrar’s state machine has a leave timer and three states per attribute:

IN: Registered the Attribute value declared on this LAN

MT: (Empty) All declarations for this Attribute value on this VLAN have been withdrawn

LV: Registered this Attribute value, but using a leave timer. If no declaration for this Attribute before leave timer expires, become MT. 


Example 1:
In this example End station 1 is the Applicant making a Declaration. It is in the Very Anxious state, as it has not sent or received any Joins, or JoinIns. Therefore it will transmit a PDU as soon as there’s an opportunity.  

The registrar on the inbound keeps a 2 bit state machine for the declared attribute.

Each Applicant state machine on each outbound port keeps also a 2 bit state machine for this attribute.

Now if End station 3 declares the same attribute, port 3 registers the attribute, and only port 1 declares it. 

Port 2 and 3 only update their state machines.

In the worst case, each port declares and registers the same attribute. Then only each port on the switch holds a 2 bit state machine for the registrar, and a 2 bit state machine for the applicant.

4094 S-VID will in the worst case require 4094x4=16376 bits per port to hold their states. In reality, not all ports that register an attribute will declare it. Although this calculation is only an approximation, it shows that the number of bits required to hold each state, grows linearly with the number of S-VIDs.
Table 1-3
           Bits      # S-VID      Total size per port
	12
	4094
	2,047KB

	16
	65534
	32.76KB

	20
	1048574
	524.287KB

	24
	16777214
	8.38MB


With 2^^24 S-VIDs, a port that declares and registers all attributes will hold 8.38MB worth of states.
 
GARP PDU bandwidth usage:
There are concerns about GVRP’s ability to scale in a synchronized start-up scenario. In the worst case scenario the End station on link L1 has to declare 4094 VLANs, which generates 11 frames.
The End station is in the Very Anxious state. After a first transmission, it becomes Anxious. It will send all 11 frames a second time. 
On a 1Gbps link, 11 frames at 1500 bytes take approximately 0.13 ms to send.

In a point-to-point LAN environment, GARP allows for no more than 3 transmissions per 1.5 joinTime.

( 3 transmissions per 1.5x0.2=0.3sec.

With 3 transmissions, the End station takes 0.4 ms in each 0.3 sec.

The End station’s transmission time is much smaller than GARP’s transmission window.
2^^24 S-VIDs under the same conditions (start-up scenario) generate 55924 frames, and takes approximately 671ms to transmit on a 1Gbps link. Worst case, Applicant retransmits to become quiet.
It takes 1.342 seconds to transmit 2^^24 S-VID states on a 1Gbps link. Transmission time is larger than the transmission window GARP offers. 

This problem in synchronized start-ups can be solved with a more efficient encoding scheme.  

Attribute type 1 wastes space by encoding every S-VID value in the GARP PDU. EGVRP defines a dense mode, used in synchronized start-ups and topology changes, where each S-VID’s state is present and encoded in the GARP PDU. This encoding is used in other similar proposals. By having every S-VID state orderly present, Attribute type 2 saves space by not encoding any S-VID value. The states of every 3 S-VIDs are encoded in an octet.  4094 S-VIDs are encoded in a one frame. 2^^24VIDs are now encoded in 3729 frames instead of 55924 frames. 

In a synchronized start-up scenario, an Applicant uses 44.74 ms to declare 2^^24 S-VIDs on a 1Gbps link. At start-up where the Applicant is in the Very Anxious state, it can advertise the same attribute states up to two times, but can not retransmit it more than 3 times in any period of 1.5*200ms= 300ms. Based on this, we can calculate an upper bound for how much bandwidth is used on a given link by a GARP participant.. 2^^20 S-VIDs are encoded in 349525 bytes, which can be packed in 233 frames of 1500 bytes. It takes 2.76ms to transmit 233 frames on a 1Gbps link. If an applicant in Very Anxious state advertises all S_VLANs, but does not receive any Join messages from other Applicants, it stays in the Anxious state, and retransmits the S-VID states a second time before becoming Quite.  Two retransmissions of 2^^20 S-VIDs takes 5.22ms. The Applicant can only make three such declarations in every 300ms. 
The table below shows how much traffic different number of S-VIDs generate using different encoding types. It also shows how long it takes on a 1Gbps link to transmit the information.
** The percentages shown are based on the following:

In a point-to-point environment, in any period of 1.5*JoinTime the Applicant can not exceed a maximum transmission rate of 3 such transmission opportunities.

With a JoinTime of 200ms as specified for the GARP protocol, these percentages show the worst case bandwidth usage at any given time over a 1Gbps link.
Table 1-4: The following table shows how much traffic EGVRP generates
	S-VID
Size   
	Number of S-VIDs
	EGVRP

(Steady state) number of frames
	Transmission time  (steady state) @ 1Gbps   
	EGVRP with dense encoding 
(Number of frames)
	transmission time with dense encoding @ 1Gbps
	Upper bound percentage of traffic load with dense encoding @ 1Gbps **

	12
	4094
	14
	168ns
	1
	12ns
	<1%

	16
	65534
	219
	2.62 ms
	15
	180ns
	<1%

	18
	262144
	874
	10.48 ms
	59
	708 ns
	< 1%

	20
	1048574
	3495
	41.94 ms
	233
	2.76 ms
	<3%

	24
	16777214
	55924
	671ms
	3729
	44.74 ms 
	<45%


 We currently have determined how the number of S-VIDs affects the traffic on every link. We also have determined how much space every port requires to hold all S-VID states. Propagation across a Bridged Provider Provisioned network of attribute registrations for a given application uses only the Bridge Ports in the active topology identified by the GARP Information Propagation (GIP) Context.
Example:

All three end-stations join the same S-VID. They all declare the same attribute at the same time on ports 1-1, 1-3, and 2-4.  All these ports register the attributes at the same time, and propagate it to all other active ports in the GARP Information propagation Context. On bridge 1, the registrar on port 1-3, declares the attribute to participants on ports 1-1, and port 1-2.  Port 1-1, declares on ports 1-3 and port 1-2. Depending on port 1-2 state, it will not register the attribute with port 2-1 more than 2 times, and becomes Quiet. It makes the traffic load independent from the number of registrars for the same attribute on a given bridge.  Registration time becomes a factor of the number of bridges the PDU has to cross. Large networks, with large number of S-VLANs need to be simulated with different scenarios ( startup, steady, synchronized) to find the network convergence time.


Normal Operation:

Figure 1-5 shows normal operation in a Provider Provisioned network. An End station declares a new membership.  It sends two Join messages to the registrar, before reaching the Quiet state.

The Registrar receives rJoinIn, and becomes IN. It stays in this state, and keeps the registration unless it receives an empty message, or a leave message. If no Very Anxious/Anxious particiant shows interest for this attribute, and the leavetimer expires, then only it deregisters the attribute. Figure 1-5 shows state machine of the simple Applicant and the Registrar.
 
Summary
This document defines EGVRP similar to GVRP which extends the number of VLANs supportable to as many as 16777216. To support the large number of VLANs, EGVRP defines a new encoding method used to transport entire S-VLAN databases during start-up scenarios efficiently. Based on our calculation, declaring 2^^18 S-VIDs take less than 1% of the total bandwidth of a 1Gbps link with this method. To advertise small changes in the database, we use a similar encoding as in GVRP. We also analyzed GARP’s state machines and protocol behavior. We concluded that in a point-to-point environment, GARP’s simplified state machines converge rapidly. In the steady state, the hard state nature of the protocol, allows for efficient bandwidth usage. We also concluded that convergence time of the entire network depends on how many bridges GARP PDUs have to cross. However, we believe simulation is required to measure convergence time with different network scenarios, such as in synchronized start-ups, and during topology changes.
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