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This contribution has been prepared to assist the DSL forum.  It is offered to the Forum as a basis for discussion and is not a binding proposal on the author(s), parent companies or any other company.  The requirements are subject to change after further study.  The author reserves the right to add, amend or withdraw any and all statements made herein.

1 Introduction
The IEEE 802.1ag document provides a specification for ethernet Connectivity Fault Management (CFM). This section of the document presents some important concepts contained in the latest draft 2 of the document. Subsequent sections explain their applicability as well as the changes being proposed to the IEEE towards having CFM mechanisms in ethernet based DSL aggregation networks.
IEEE 802.1ag currently defines the following message types:

· Connectivity Check Messages (CCMs): multicast at a given MA level.

· Loopback Message and Loopback Reply: unicast to/from MEPs

· Link Trace Message and Reply: multicast or unicast at a given MA level

· Alarm Indication Signal: multicast (at next superior MA level)
All unicast messages are meant to be addressed to the MAC address (and level) associated with a given MEP. Each ethernet port instantiating MEPs has to have a unique MAC address assigned. 802.1ag defines 7 MA levels and splits them amongst the Customer, Service Provider and Operator Levels.
The 802.1ag document contains the IEEE notion of a 802.1Q bridging device as depicted in FigX.
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The notion of a CFM sublayer containing Maintenance Points (MPs) is introduced in the 802.1ag document. MPs (either Maintenance End Points or Maintenance Intermediate Points) exist in the CFM sublayer. This concept is depicted in Fig X below.
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The internal structure of an MP is shown in Fig X. Clause 18.3 details the reference points and associated functions. The two functions that form a MEP are the:

· Exterior Facing Function (EFF): 

· Interior Facing Function (IFF): this is what was known as the MEP/MIP before.
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Clause 18.3.4 specifies the optional Exterior-Facing Function and assigns it the following behaviour : each EFF (a single MEP can have multiple EFFs)
c) Periodically transmits Alarm Indication Signals according to the state of the MEP Database (which is maintained by the MEP’s Interior-Facing Function) 
d) Validates all received CFM Messages;

e) Discards without further examination those CFM Messages at a superior MA Level to that

configured in the EFF;

f) Either:

1) Maintains its own MEP Database for the superior Maintenance Association, passes that information to the MEP’s IFF for transmission, and terminates AIS transmission according to received CCMs; or

2) Obtains the Link Identifier from the MEP’s IFF, and terminates AIS transmission according to received AISs.
The Interior-Facing Function is required of every MEP. The IFF (as per Clause 18.3.5):

d) Periodically transmits Continuity Check Messages according to the Managed Objects;

e) Validates all received CFM messages;

f) Discards without further examination those CFM Messages at a superior MA Level to that configured in the IFF;

g) Transmits Loopback Messages, and receives Loopback Replies according to the Managed Objects database;

h) Transmits Linktrace Messages and receives Linktrace Replies according to the Managed Objects database;

i) Responds to Loopback Messages with Loopback Replies;

j) Responds to Linktrace Messages with Linktrace Replies;

k) Maintains the MEP Database.

Of particular interest to the case of a DSL ethernet aggregation network, where the DSLAM U-interface (subscribing facing port/DSL line) transport protocol can be either ATM or ethernet and thus rely on either ATM or 802.3ag OAM respectively, is the concept of a Virtual Interior Facing Function (VIFF) described in Clause 18.3.6 as follows.

“There are cases, for example, a single point-to-point IEEE Std. 802.3 LAN, for which the physical layer functions of the LAN provide a connectivity detection mechanism that is superior to any that can be obtained by measuring the failure to receive periodic CCMs. Similarly, a LAN that is created using Ethernetover- XYZ technology, e.g. IETF Pseudowires, may provide connectivity failure signals. In such cases, it may be more efficient to rely on the lower layers, rather than CCM transmission, to detect failures. This leads to the creation of a Virtual Interior-Facing Function, or VIFF.

A VIFF maintains a MEP Database, using configuration and/or signals from lower layers, that controls the actions of one or more Exterior-Facing Functions as defined in this Standard. Thus, AIS CFM Messages may be generated at the most inferior MA Levels of CFM.”

Clause 18.9 describes the Port State TLV for Connectivity Check Messages (CCMs) that addresses an issue associated with the loss of visibility across layers when a particular port . The Prot State TLV postulates the transmission inside CC Messages of the port state as indicated by inferior Levels. Information about the state of a Port, with which the inward-facing MEPs at the Service Provider and Operator MA Levels are associated, is transmitted by those MEPs towards their counterparts.

2 Ethernet DSL Aggregation OAM and CFM considerations

This section presents the CFM and OAM considerations applicable to an ethernet DSL aggregation environment.

2.1 The DSL OAM and CFM considerations
Existing DSL network operators rely heavily on ATM CFM mechanism for troubleshooting in aggregation networks composed of 1000s of user DSL ports situated on multiple DLSAMs. ATM AIS and loopback functions are most extensively used and enabled. 
CC messaging is typically not used due to concerns about the scalability concerns of such messaging given both the large user port base, as well as the operators lack of control of the CPE (The concern relates to a customer modifying their CC capable CPE and launching a Denial of Service attack). However, CC messaging is attractive as operators increasingly want to provide more service assurance (tighter SLAs) particularly to business customers. Thus the ability to selectively enable/disable CC messaging on particular DSL ports is desirable.
In the majority of operational environments, OAM functions are performed/executed directly from Layer 3 termination devices (one or more routers). These devices aggregate the user VC/VP or VLAN constructs.

In order to facilitate the task of an SP Ethernet network operations team, it is of paramount importance to have a simple procedure for issuing a OAM function following a customer complaint. Typically, in a DSL environment, the network operator relies on a database containing a map of a “customer-id” to “DSLAM-name” and “port-id” alongside an ATM VC/VP mapping for that port-id. The operator executes an OAM procedure to a maintenance end-point (MEP) on the DSL line based on this knowledge.
In the proposed IEEE 802.1ag Ethernet CFM standard, each MEP is addressed by a unique MAC address (per VLAN), it's Maintenance Association and MEP-ID. The knowledge of this address is essential to conducting OAM functions and is conveyed through the use of periodic Continuity Check Messages multicast by every 802.1ag Maintenance End Point.

It is of significant relevance to note here a number of aspects when considering OAM in an ethernet DSL environment:

a) It would be deemed as operationally too complex to maintain a database of customer id to the MAC address of his/her CPE

b) Similarly, it’s deemed as operationally too complex to maintain a database of customer id to the MAC address of assigned to the user port on the DSLAM (eg a virtual MAC or a port MEP MAC address)

c) It is undesirable to have every DSL port entity send periodic CC messages (in case of 1000s of ports in a given L2 network). 

d) DSLAM units are considered expendable and a typical failure on a DSLAM card/port results in the entire card or unit being replaced. Thus it’s considered as operationally undesirable to form any association between a customer and any in-built characteristic of the DSLAM, such as the MAC address of the DSLAM or its serial number, etc.
In an ethernet DSL environment it is thus of paramount importance that any OAM mechanisms allow the operator to retain the notion of “customer-id” to “DSLAM-name” to “port-id” mapping. The VC/VP pairing is likely to be replaced in this context by either a S/C-VLAN combination (for the 1:1 VLAN case, otherwise known as ‘C-VLAN’ per customer) or simply an S-VLAN (for the N:1 VLAN case
), otherwise known as ‘S-VLAN for a group of customers).

2.2 The DSL UNI

In an ethernet DSL network, the DSL UNI interface found on a DSLAM may see a variety of Layer 2 protocol combinations. 

1. Single or multi-vc native ATM UNI with rfc2684 bridged PDUs (Ethernet over ATM)

2. Native EFM (802.3ah) UNI

3. Single or multi-vc native ATM UNI with rfc2684 routed PDU (IPoA)

4. 

UNI Types 1 and 3 all allow ATM based OAM mechanism (as defined in I.610). UNI type 2 only permits OAM as per the 802.3ah specification.

Interestingly, UNI Type 1 can in theory allow both a coexistence of an ATM based OAM mechanism, with an ethernet based 802.1ag CFM mechanism. However, this would require that a CPE implements the 802.1ag specification and is thus likely to be constrained only to functionally richer business customer CPE devices which can be assumed to be routing devices. 
In the context of a residential customer, the CPE can be a router, a bridge, or a combination of both (route some traffic, bridge other traffic) with no 802.1ag implementation. An implication of the various types of residential customer CPEs is that it would be wrong to assume the existence of a MAC address belonging to a customer CPE and visible/accessible from the service provider network, or to build CFM mechanism around such an address.
2.3 The ethernet DSLAM

A typical ethernet DSLAM is essentially a hybrid bridging device composed of a standard 802.1Q/D bridge with, to all intents and purposes, an ATM chipset complex and DSL line modem fixed to what is otherwise a customer facing native ethernet UNI port. 
Details of how Ethernet frames, be they native or VLAN tagged, are mapped to ATM VCs and cells transmitted over DSL are likely to be implementation specific and are not considered here. It is the common existence of such “enhanced bridges” and their general lack of standardization that is highlighted here.

A DSLAM implementing such a bridging construct as described above has a management entity that is able to access the functionality of the ATM chipset and perform classic ATM OAM functions. Equally, such a DSLAM also has a similar mechanism for the execution of ethernet OAM and CFM. 

Given the implementation specifics of how DSL ports are added combined in a DSLAM today, it is highly likely that the ethernet ports connected to the ATM chipset contain customized components which currently do not allow, for example, any advanced direct messaging across the protocol boundary. This implies that the only way to tie up messaging for any OAM/CFM across the boundary is through the use of higher intelligence (aka a device’s brain).

In general, it would be advisable for the IEEE and possibly DSL Forum to take into consideration such ethernet DSLAM bridge scenarios and provide a cross boundary communication functionality placeholder (ie hooks) on currently defined ethernet standards intended for implementation in hardware. Such a place holder would allow vendors to develop standard chipsets and allow for CFM/OAM mechanisms to faithfully progress on the same path as user data thus fulfilling one of the key premises of OAM/CFM. It may also be of relevance to the IEEE to investigate whether the media specific transmission of ethernet over ATM over DSL warrants further study/work in an IEEE 802.3 group.
In the interim period, before any such functionality is available, an OAM/CFM solution for networks with ethernet DSLAMs must be developed that is compatible with the IEEE overall CFM direction, ie the OAM functions developed for the ethernet DSL case have to be hide the brain implementation and be ready to support a port model. The following section attempts to indicate how this direction can be used to include the ethernet DSL aggregation case.
3 Applicability to ethernet DSL Aggregation

This section presents the applicability conclusions regarding the 802.1ag functionality described in Section 1, with relation to a DSL ethernet DSLAM case using ATM on the UNI interface. It is expected that the EFM UNI case will be addressed by the IEEE. The IEEE can take guidance from the considerations presented in Section 2.
We consider the following drawing as a typical Ethernet DSL network, where the RG is the residential gateway, located at the customer premises, the access node is the dslam, and the router is the node that terminates bridged sessions (PPPoE or IPoE).:

RG<----------->ACCESS_NODE<------BRIDGE-------------BRIDGE--------------Router

MEP<------------MIP----------------MIP----------------MIP----------------MEP

There are however a number of problems with this model:

An RG might not have a MAC-address, which is a strict minimum to run CFM.  In certain DSL configurations the RG is set to send IPoATM packets to the Access Node, with the Access Node adding an Ethernet header to the packet before forwarding it to the Broadband Router.

The RG might not support CFM.  Typically an RG used in current deployments supports ATM OAM protocols and overtime this support could potentially be extended to or replaced with 802.3ah link-level OAM. It is however absolutely crucial that legacy RG’s need to be supported in an end-to-end OAM scheme.

Putting a MEP in the RG means it has to send out CCM messages, which might become a way of doing a denial of service attack

Having uniquely addressable MEPs on the RG would lead to a huge amount of CCMs getting sent into the network.  The Broadband Router terminating the associated S-VLANs and S/C-VLAN combination might have a problem intercepting all these messages.
To overcome these issues the following conceptual model is proposed as a starting point:

RG<-------->ACCESS_NODE<----BRIDGE-------------BRIDGE--------------Broadband_Router

MEP<------------MIP------------------------------------------------->MEP     level 7

                 |MEP<------MIP----------------MIP------------------>MEP     level 5

MEP<--------->MEP                                                            level 1

    DSL Domain                        Ethernet Domain

3.1 Reactive monitoring

Reactive monitoring is in this context defined as the type of monitoring initiated by the provider either as part of routine maintenance or following a customer complaint. The message types in 802.1ag available for this type of monitoring are:
· Loopback Message and Loopback Reply: unicast to/from MEPs

· Link Trace Message and Reply: multicast or unicast at a given MA level

The ATM OAM (I.610) message types pertaining to reactive fault management monitoring is:

· F5 or F4 segment or end-end Loopback 

From the above it is easy to conclude that the notion of a link trace message cannot be carried out between an 802.1ag and ATM domain. Any such message has only significance in the context of tracing a path to the MEP situated on the user port.
The currently defined unicast message types (loopback and optional link trace) for accomplishing reactive monitoring rely on the existence of a MAC address per port (MEP). In the DSL ethernet aggregation network case, this would mean one MAC address per customer DSL port, aka the “bridge-port model” for MEPs. As stated in Section 2, this is considered to be undesirable given the potentially huge number of such ports in one domain. An alternative is presented in the form of a “bridge-brain” model for MEPs, where all MPs on a device reside behind a single MAC address and are distinguished using the different MEPIDs. In either case, the 802.1ag standard stipulates that irrespective of the implementation of a “port” or “brain” model, the functionality should not be affected and such an implementation should be hidden to the outside world. In particular, any loopback message sent to a MAC address is intended solely for the looping back of a MEP on that port – it is explicitly prohibited to use the MEPID as a field for determining the target MEP. 

Given the above, and the stated desirability of limiting the number of MAC addresses in a DSL ethernet domain through the use of the “brain” model, necessitates the definition of new message types that indicate to the “brain” of the DSLAM, that a particular function is being requested for a given DSL line and/or MEP ID. 
A first message, a “port inquiry” message, would indicate that the execution of a function on a given user DSL port is desired. The response to the function would be passed in a “port inquiry reply” message. The syntax of the message should be constructed using the available base 802.1ag message header specification, with two new message Opcodes defined. The semantics of the message content are to be determined for the specific use of triggering a local or remote ATM loopback function and communicating the result of this function in a response to the inquirer. A mechanism for a remote point, originating the OAM call, to indicate to the DSLAM “brain” which DSL port is the target is presented in a sub-section of this document.
In terms of the “brain” function it is important to consider the way in which a brain models the MPs on an ethernet-DSL user port. It appears to be valid to retain the principles put forward in the 802.1ag specification for MEP and MIP modeling, given that these principles have implicit in them the “port” or “brain” model compatibility. It is thus possible to have the brain model MEPs and MIP defined at one or more levels of MAs on a DSL user port
.

It is clear that user port MEPs need to have a capability to perform as full fledged MEPs (CCMs, database and all) towards the provider network, and be able to send CC messages only if configured to do so. This presumably means that the MEP’s IFF component has to be “internally facing” (ie the IFF faces the bridging component) thus making it what’s termed as an inward facing MEP. This IFF would also handle the processing and reception of Port Inquiry/Response messages as well as other MEP name resolution messages like proposed in Section 3.2.1 and 3.3.3. 
On the other hand, such a user-port might also needs an outward facing  MEP which is able to perform ATM or 802.3ah loopback functions (via the VIFF function)),  and pass any AIS messages onto higher level domains.  A MIP needs to be defined to allow higher domain level message ‘translation’ between inward and outward facing MEPs .  The outward facing MEP ‘receives’ messages from a ‘virtual’ MEP at the same level (in this example level1)  which conceptually lifes at the other side of the ATM line, but in reality is a software construct.  At the same vain, the MEP at the customer level 7 is a ‘virtual’ MEP. 
This effectively allows the Router to send a Port inquiry message to the inward facing MEP at level 5, which will result in a local ATM loopback.  If the router sends a Port Inquiry Message at level 7, it will result into a remote ATM loopback on the dsl line.  
Local failures will get handled by sending out AISes from the EFF of the outward facing MEP on the DSL port to the higher domains. (see further ‘pro-active monitoring’).
Another approach might be to just define the inward facing MEP at level 5 as such:

RG<-------->ACCESS_NODE<----BRIDGE-------------BRIDGE--------------Broadband_Router

            MEP<-------------MIP----------------MIP------------------>MEP     level 5

    DSL Domain                        Ethernet Domain

Then the MEPs ‘health’ needs to be triggered by the actual DSAP health, which again could be triggered by the underlying physical level or link level OAM protocols.  There is no VIFF defined in the MEP, but rather it’s state is toggled up/down depending on the state of the physical line. 
In summary, it is perceived that models of MEPs can be used on DSL user ports of an ethernet DSLAM.   Whether one inward facing MEP or both an inward and outward facing MEP (and associated MIP at the DSAP) is needed is up for discussion.

3.2 Determining the target MEP address
In 802.1ag the ability of a MEP to send a unicast message to another target MEP located at the same MA level relies exclusively on the source MEP’s database containing an entry for the target MEP. Such an entry needs to have at least the MEPID and the MAC address of the target MEP and is constructed using information gleaned from CC messages multicast by the target MEP at the given MA lavel. If a MEP has, thorough some mechanism, disabled the sending of CC messages, it effectively cannot receive unicast messages from other MEPs. 

As described previously, in order to facilitate operations in an ethernet DSL network it is important that a network operator be able to issue an OAM function, such as a line loopback/ping, from one MP to a target MP without the need to look-up the customer-port to MAC to MEPID mapping. Ideally the operator would only have to know the customer-line-id of the customer and the service VLAN of that customer. A suitable alternative mechanism for discovering the MAC address and MEPID based on a given customer-line-id encoding DHCP Option-82 format is described below. 

It is proposed that MEPs configured on a customer port need to be either manually or automatically assigned with a MEP NAME parameter. The commonly used format as specified in RFC3046 and using the notation currently being specified by the DSL Forum in WT-101 is suggested for the MEP NAME. 
The addition of the MEP NAME parameter to MEPs located on customer ports seems to require a change to Clause 18.3.5 of 802.1ag (and possible other Clauses – TBD) as follows:
An IFF is associated with exactly one Maintenance Association, and is characterized by three parameters:

a) The Maintenance Association Identifier (MAID);
b) The Maintenance Association Level (MA Level);

c) A Maintenance association End Point Identifier (MEPID);
d) An optional Maintenance End Point Name Parameter (MEP NAME.
Other formats for the MEP NAME are possible, and in fact, the MEP NAME TLV specified in 19.3.11.3.2 of 802.1ag appears to fulfil the requirements not only of the DSL Forum.
The MEP NAME TLV can be optionally present in CC messages, and thus used in populating the MEP databases. MEP’s sending CC messages with the optional NAME TLV can choose to ignore the processing of messages described in Section 3.2.1 and 3.2.2.

MEPs that have the sending of CC messes disabled or are incapable of doing so must be able to process messages as described in Section 3.2.1 and 3.2.2.
3.2.1 MP Resolution Query Message (MRQM) Process
The purpose of the MRQM message is to query, in the VLAN and at the MA level on which the query is sent, for MEPs which are configured a with particular MEP-NAME parameter that is not found in the querying MEP’s local database. The MEP NAME, MAID, and MEPID TLVs are transmitted in the message body as TLVs using the standard CFM message header. It is to be multicast to all MEPs at the target MA level.
The message requires a new CFM message Opcode to be defined. All MEPs receiving this message and recognizing the Opcode must compare the received MEP-NAME to the locally configured one and only respond through a MRRM message if there is a match. 

MEPs not recognizing this Opcode must behave according to the specified 802.1ag procedures for handling unknown Opcode. MEPs not finding a local match for the MEP-NAME should silently drop the message and take to further action.

The querying MEP must allow for a reasonable amount of time (TBD) for the reception of any responses. Query’s that time out without a response will generate an “MEP-NAME Unresolved message” that is to be communicated to the operator. 

For queries that do obtain a successful reply, the querying MEP will insert the received MEPID, MAID, MAC address into is database.

3.2.2 MP Resolution Response Message (MRRM) Process
The purpose of the MRRM message is to reply to a MRQM message from a querying MEP, in the VLAN and at the MA level on which the query was received. The MRRM message will carry as TLV the MEPID and MEP NAME TLV, MAID of the responding MEP, and will be unicast at the received MA level to the querying MEP using its MAC address derived from the MRQM.

Only MEPs that have a local matching MEP NAME configured can respond. No unsolicited  MRRMs are allowed.
If multiple responses are received from multiple MEPs, the querying MEP is to log the responses MAC address and MEPID and report a “MEP-NAME Inconsistency Error” to the operator.
3.3 Proactive monitoring

Proactive monitoring is defined as the type of monitoring initiated by the provider. The message types in 802.1ag available for this type of monitoring are:

· Connectivity Check Messages (CCMs): multicast at a given MA level.

· Alarm Indication Signal: multicast (at next superior MA level)

The ATM OAM (I.610) message types pertaining to proactive fault management are:

· VP or VC AIS

· VP or VC RDI

· VPC or VCC Connectivity Check Messages

The VIFF construct lends itself well for the inclusion of OAM and CFM capabilities of other lower level protocols, such as 802.3ah or ATM OAM into the CFM framework laid out in 802.1ag. 
However this seems to require a ‘virtual MEP’ to ‘logically’ exist at the customer equipment (but physically inside the access node).  

In case such ‘virtual’ MEP construct could be accepted, a failure in the OAM schemes used on the last mile (be it ATM or 802.3ah) effectively lead to AIS messages getting send upstream via the EFF of the outward facing MEP on the DSL line.
The 802.1ag AIS message constructed could contain an additional (optional) TLV with information derived from the ATM AIS message regarding the alarm. This would be passed to the EFF by the VIFF.  It is proposed that if this functionality be considered useful
, the following optional 802.1ag AIS organization specific TLV be adopted (OUI values to be determined) in relation to the AIS message format specified in I.610. The “Reserved for future use” entry may be chosen to be omitted given that it does not appear to be used in existing ATM OAM implementations which this scheme is meant primarily to support.
	
	0 
	1 
	2 
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	0 
	Type 
	Length 
	OUI … 

	4 
	OUI 
	Sub-Type 
	Value (optional) … 

	8
	Defect Type
	Defect location (16 bytes)

	12
	

	16
	

	20
	

	24
	
	Reserved for future use (‘6A ‘H) (28 bytes)

	28
	

	32
	

	36
	

	38
	

	42
	

	46
	

	50
	

	54
	


The need for handling RDI ATM messages does not appear to be applicable given the point-point nature of the DSL user connection – the AIS mechanism will be sufficient for dealing with any failure.

A VIFF can also be constructed so as to be able to generate and receive ATM CC messages while generating equivalent 802.1ag messages thereby providing CC for the whole data path. Also, it would be useful to clarify whether the 802.1ag VIFF construct can be located at multiple MA levels on a given port.
It is to be noted that the most use of the ‘virtual’ MEP construct comes from the ability to translate ATM CCs and AIS to Ethernet CC’s.  If such is deemed to be of less use, one can still just implement the inward facing MEP on the dsl line, which is toggled up/down depending on the ‘state’ (as determined by the physical level or ATM/802.3ah messaging).  CC’s could be used to signal this state to the remote end, where the lifetime TLV is set to 0 (as some sort of a ‘dying gasp’).  Alternatively the Port State TLV could be used to signal the state through CC;s.































































































































� The exact usefulness of this TLV depends on how much the information contained in the ATM AIS message specific field is used in today’s operational environments. Consideration should also be given to the fact that the IEEE will also specify additional TLVs for AIS.





�We should define 1:1 and N:1 VLANs for the IEEE guys


�I think we should not talk about this.  If we can get a solution for a pure IP/PPPoA solution we will also get one for bridged rfc1483 and 802.3ah.  In my first paper I made the comment that the RG could not even have a mac-address.  This is a case for having the IWF, otherwise I fear these guys might say: just put .1ag on the RG.


�revise


�I think there are two meps.  One inward facing (operator network), one outward.  The outward one gets all its signallig from the VIFF.  The signaling is emulated by the vMEP!


�What is an EIFF?
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