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What i1s Qat?



Synopsis

A protocol that provides end points with the
ability to reserve network resource that will
guarantee the transmission and reception of
data streams across a network with the
requested quality of service.



Acronyms & Definitions

DMN: Designated MSRP Node (802.1Qat)

MRP: Multiple Registration Protocol (802.1ak)

MSRP: Multiple Stream Reservation Protocol (802.1Qat)
MSRPDU: MSRP Protocol Data Unit (802.1Qat)

MAD: MRP Attribute Declaration (802.1ak)

MAP: MRP Attribute Propagation (802.1ak)

Qat: Stream Reservation Protocol (802.1Qat)

Qav: Forwarding and Queuing (802.1Qav)

Talker: A device that produces a data stream

Listener: A devices that consumes a data stream



Concepts
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Declarations

TalkerAdvertise

“I have a stream if you want it”

TalkerFailed

“I have a stream, but you can’t get it”

ListenerReady

“I (we) want the stream and have network resource available to receive it”

ListenerAskingFailed

“I (we) want the stream, but do NOT have network resources to receive it”

ListenerReadyFailed

“We want the stream and some can receive it and some can NOT”


Presenter
Presentation Notes
If any of these six (6) actions occur you may need to rerun the bandwidth allocation calculations and bring up or teardown various Streams.


Some Internals

e Simple TSpec (Traffic Specification)
— Bandwidth in Kbytes/second
— Frame Rate in frames/second

e Shared Medium DMN (Designated MSRP Node)

— A MSRP “proxy” for the shared media network

— Qat uses the DMN to map shared media QoS
protocols to/from MSRP

— Double transmit bandwidth concerns



Bandwidth Allocation Algorithm

e Who gets the bandwidth?
— Streams with Active Listeners

— Streams have a Rank for importance
e 911 call
e Safety announcements, etc

— First-come first-served
— Stream|ID is the tie-breaker

e Streams with no Active Listeners do not
reduce available bandwidth



Interfaces & Propagation



MSRP interfaces

Service Primitives

Talker SR Station
host application

/

——REGISTER_STREAM.request——=

——DEREGISTER_STREAM.request—=

|-—REGISTER_ATTACH.indication

-+—DEREGISTER_ATTACH.indication——

MSRP application
+ MAD + MAP

|-}——or ListenerReadyFailed.join

Listener SR Station
host application

REGISTER_ATTACH.request——»

——DEREGISTER_ATTACH.request—=

4——REGISTER_STREAM.indication

-4—DEREGISTER_STREAM.indication

11 November 2008

MSRP application
+ MAD + MAP

—
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MSRPDUs

\

TalkerAdvertise.join
or TalkerFailed.join

TalkerAdvertise.leave
or TalkerFailed.leave
ListenerReady.join

or ListenerAskingFailed.join

ListenerReady.leave

|-¢——or ListenerReadyFailed.leave

or ListenerAskingFailed.leave

ListenerReady.join

or ListenerAskingFailed.join

ListenerReady.leave

or ListenerReadyFailed.leave ——=

or ListenerAskingFailed.leave

TalkerAdvertise.join
or TalkerFailed.join

TalkerAdvertise.leave
or TalkerFailed.leave

—

or ListenerReadyFailed.join —
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SR Station Attribute Propagation

11 November 2008

SR Station - Talker SR Station - Listener
Host Application Host Application
REGISTER_STREAM.request(StreamiD) REGISTER_STREAM.indication{StreamiD)

MSRP Participant

MSRP Participant *

MSRP
{MRP Application)

MSRP
(MRP Application)

MAD_Join.request{TalkerAdvertise) MAD_Join.indication(TalkerAdvertise)

MAD MAD
(MRP Attribute (MRP Attribute
Declaration) Declaration)

MSRPDU MSRPDU

( PHYSICAL MEDIA 0
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Presenter
Presentation Notes
I have drafted Qat using wording similar to 802.1ak (e.g. REGISTER, DEREGISTER, Service Interfaces, etc).

The StreamID that the Talker is registering causes a notification to be sent to the Listeners Host Application.  This is different than MMRP/MVRP since those MRP applications only send MRPDUs into the network, there is no “Listener” end-station that receives the registrations from the network.

Remember: TalkerAdvertise declarations are only describing the Stream contents, they are not the actual streaming data.


Bridge Attri

bute Propagation

SR Bridge

Host Application

REGISTER STREAM.indication(StreamiD)

MSRF Participant

Host Application

REGISTER STREAM.indication(StreamiD)

MSRP Participant

PHYSICAL MEDIA
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MSRP Qu;‘?:g N MSRP
(MRP Application) Forwarding (MRP Application)
MAD in.indi j TalkerA j
MAD_Join.indication(TalkerAdvertise) _Join.indication(TalkerAdvertise)
|
MAD MAP MAD
(MRP Attribute (MRP Attribute | (MRP Attribute
Declaration) Propagation) Declaration)
MAD_Join.request MAD_Join.indicaton
(TalkerAdvertise) (TalkerAdvertise)
MSRPDU MSRPDU

'

PHYSICAL MEDIA
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Presenter
Presentation Notes
The MAP function inside a bridge is responsible for propagating MSRP attribute declarations to other ports on the bridge.  In this example a TalkerAdvertise declaration is registered on the left side port, then propagated and declared on the right side port.

As part of this process, the MAP queries Qav to verify there is sufficient bandwidth available.  There is no allocation of bandwidth at this time. This means more Talker registrations can be approved than there is actual bandwidth to support.   If there is not enough bandwidth available, the TalkerAdvertise is changed to a TalkerFailed.

It is acceptable to have several TalkerAdvertise declarations outstanding, without associated ListenerReady declarations, that have requested more bandwidth than is available.  None of the TalkerAdvertise declarations will be changed to TalkerFailed until a ListenerReady comes back through and causes bandwidth allocation which now drops available bandwidth to a level that is below that required by other TalkerAdvertise declarations.  Those “other” TalkerAdvertise declarations will be changed to TalkerFailed. 


MSRP Service Primitives

REGISTER_STREAM.request
(StreamID, Advertise)

REGISTER_ATTACH.indication
(StreamID, Ready)

Note: Talker sees no MSRP packets related to
Listener #2 since Listener #1 has already sent
a Listener Ready

REGISTER_ATTACH.indication
(Stream|D, ReadyFailed)

T 11 ] T T

REGISTER_ATTACH.indication
(StreamID, ReadyFailed or AskingFailed)

dHSIN JeXel

---Listener #1 successfully attaches. -

Listener #2 successfully attaches
(Neither Talker or any other Listener see
any MSRP activity related to Listener #2)

Listener #3 unsuccessfully attaches
{Somewhere along the path back to
the Talker bridges change the Listener
#3 Ready to an AskingFailed. and
eventually a ReadyFailed)

Bandwidth becomes unavailable
This Streams bandwidth is given
to another Stream.

dYSIN |# Jauslsh

REGISTER_STREAM.indication
(StreamlD, Advertise)

REGISTER_ATTACH.request
{Stream|D, Ready)

Note: Listener #1 sees no MSRP packets
related to Listener #2 since Listeners never
see each others MSRPDUs. The only
exception to this is if a
REGISTER_ATTACH.request is sent before
the corresponding
REGISTER_STREAM.request is sent.

See Note: above.

REGISTER_STREAM.indication
(StreamID, Failed)

I

PHYSICAL MEDIA
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Bridge Forwarding a Stream

SR Bridge
Host Application Host Application
MSRP Participant MSRP Participant
MSRP ngﬁ: 2 MSRP
(MRP Application) Forwa rdging (MRP Application)

[

e |
MAD MAD_Join.indication MAP MAD_Join.request| MAD
(MRP Attribute 7o rAdvertise) (MRP Attribute - 1o Advertise) (MRP Attribute
Declaration) I Propagation) L Declaration)
MAD_Join.request MAD_Join.indication
(ListenerReady) (ListenerReady)
MSRFPDU MSRFPDU MSRFPDU MSRPDU
( PHYSICAL MEDIA O ( PHYSICAL MEDIA O
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Presenter
Presentation Notes
This diagram shows the results of a TalkerAdvertise that is eventually associated with a ListenerReady.  This is where bandwidth is allocate for the Stream.

Note: the MAD_Join.indications for the TalkerAdvertise and ListenerReady that are sent to MSRP and the Host Application have been suppressed for this example.  They are not used by the bridge for this process.

The steps involved are:
TalkerAdvertise comes in on left side port and is registered with that port.  It is then sent to the MAP.  Qav verified that bandwidth was available (no allocation occurs at this time) and MAP forwards the TalkerAdvertise to the right side port.
A Listener eventually sends a ListenerReady back toward the Talker.  The right side port sends the ListenerReady to the MAP.
The MAP function associates the ListenerReady with the TalkerAdvertise and requests that Qav allocate the required bandwidth (as learned from the TalkerAdvertise).  Queues are configured on the right side port and the MAC DA associated with the Stream is now allowed to be forwarded to the right side port.  MAP forwards the ListenerReady only toward the port that registered the TalkerAdvertise (left side port) and the associated MAD forwards the ListenerReady declaration toward the Talker over the physical media.


§ VectorAttribute
- MRPDU |
AttributeList
VectorAttribute
VectorAttribute
EndMark
| Message |
.
{ Message |
; .16 bits // 0x0000
{EndMark —
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MRPDU

I MAC DA = 01-80-C2-00-00-2X |

// 802.3 MAC header - MAC SA = XX-XX-XX-XX-XX-XX |

{EtherType = XX-XX |

. . B bits // defined by the specific MRP application

A ProtocolVersion —

8 bits // non-zero integer defined by the

AttributeType

specific MRP application

8 bits // Non-zero integer defined by the
specific MRP application (length of
FirstValue field)

Attribute Length

| Message ||

LeaveAllEvent

# NullLeaveAllEvent = 0
3 bits | // LeaveAll = 1

VectorHeader

Wector

 NumberOfValues

13 bits // Number of events encoded in the vector
// Corresponds to the number of FirstValue entries

_and number of AttributeEvants

ThreePackedEvents

ThreePacketEvents

. ThreePackedEvents

16 bits // 0x0000

IEEE 802.1 Plenary - Dallas

SFirstValue 77 bits /# defined by the specific MRP application

8-bits of
((AttributeEvent 6 )+AttributeEvent)*6+AttributeEvent

AttributeEvent
/ New = 0
A Joinin =1
Hin=2
A JoinMT =3
A Mt=4

Hlv=5
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Presenter
Presentation Notes
Fields shown in red are from the 802.1ak corrigendum.

AttributeLength specifies the length of the attribute held in FirstValue.

NumberOfValues specifies how many attributes will be store in the FirstValue, FirstValue+1, FirstValue+2, etc.  NumberOfValues also tells how many AttributeEvents are encoded in the Vector ThreePackedEvents fields.


MSRPDU TalkerAdvertise Message

8 bits /¥ TalkerAdvertise=1
AttributeType=1

8 bits // Length of FirstValue
Attribute Length=27

16 bits // Length of AttributeList data
AttributeListLength=32

A NullLeaveAllEvent = 0
LeaveAllEvent 3 bits # LeaveAll = 1

VectorHeader
NumberOfValues 13 bits /' Number of events encoded in the vector
# Talker MAC SA Address 48 bits
A StreamiD (8) -
A Unigue ID 16 bits
# Stream MAC DA 48 bits
N Data Frame Parameters (8) )
# VLAN 1D 16 bits
A Bandwidth (in 1000 byte/second
Talke_r Advertise (27 octets) granularity) 32 bits
| Message — Sl e e # TSpec (6) | 4 Frame Rate (in 1000 frame/second
s granularity) 16 bits
VectarAttribute / Data Frame Priority (Class A=8§, Class B=4) 3 bits
L (1) /' Rank Stream Importance 5 bits (only
AttributeList define emergency plus high & low priority
MSRPDU for now)
A Accumulated Latency (4) 32 bits
AttributeEvent
/ New =0
M doinin =1
Hin =2
ThreePackedEvents # JDHEMT =3
8-bits of ﬁ:i’”: 4
VectorThreePacked {{AttributeEvent*6)+AttributeEvent)*6+Attribute Event ves
ThreePackedEvents
ThreePackedEvents

EndMark 16 bits // 0x0000
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Presenter
Presentation Notes
We can take advantage of vectorization (is that a word?) , and declare 4,350 TalkerAdvertise  attributes in a single 1500 byte packet, IFF:
  1. StreamID uses same Talker MAC SA Address for all attributes
  2. UniqueID is monotonically increasing for each attribute
  3. Stream MAC DA is monotonically increasing for each attribute
  4. Tspec, Priority, Rank and Latency are the same for each attribute

We simply have to redefine what ‘FirstValue+1’ means in 802.1ak clause 10.8.2.8. 
MMRP and MVRP define this as:
     ‘increment FirstValue by 1’. 
MSRP will define this as:
     ‘increment StreamID:Unique ID by 1’
     ‘increment ‘Stream MAC DA by 1’

Does this even make sense?  YES.  A mixing console is capable of producing 1000+ streams that all come from the same Talker (the Console).  If these streams could all be single or dual channels and all of the same Rank, this will work.  The latency of all these streams will be identical because they will all traverse through the same bridges.  In theory a Console could advertise 4,350 streams from a single Console with one MSRPDU.

Another interesting approach could be to have several Talkers use Zeroconf to communicate with each other and generate a common StreamID:Talker MAC SA Address,  etc.

15Oct2008: Added AttributeListLength to allow skipping past unknown attribute types in a packet (caused by introducing FourPackedEvents.
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Status
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Today’s Status

Service Primitives are documented
MSRPDUs are documented

CSN Shared Media DMN documented

Bandwidth Allocation Algorithm is
documented

Need:

— MIB, PICS, Conformance, Management
— 802.11 DMN documentation
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Thanks!
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