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In our prior presentation (Seoul, South Korea) requirements from Indian Service Providers was presented. A mechanism to address these requirements was proposed with one possible conceptual solution. These requirements are not restrictive to Indian sub-continent; infact, they have wider applications as will be demonstrated in this whitepaper. We present contents of this presentation in more details here.
Failure statistics suggest that 15 cuts per 1000 miles per year are very common in Metro Area Network. Further, 4 cuts per 1000 miles per year are common in Long Haul network. Moreover, providers know a priori possible location or fiber where failure will strike. More than 60% of these failures are due to fiber cut from dig-up and rest falls in miscellaneous categories: Rodents, Tree fall, Monsoon, Sabotage, Accident, etc. Service outage can happen due to equipment failure also. Equipment failure could be due to software crash or due to hardware failure. Software failure could kill entire network, whereas hardware failure will be almost always localized. Imagine the number of failures in a country with more than 400,000 metro rings covering more than 10 million miles. Calculation provides around 10,000 fiber cuts per year. This value is just lower bound as statistics from India’s two service provides show that they together account for 10,000 fiber cuts per annum. This was the situation in US in 1993 (Crawford, FCC, 1993); and this will be situation in other developing countries in a few years. Thus we see that there is need for fiber protection, node protection or protection of a part (e.g. link-node-link-node-link). In this whitepaper we define this mode of protection as Segment Protection Switching, abbreviated as SPS. When Traffic Engineering context is addressed we call it SPS-TE.
Limitations of Qay
For animated demonstration of these limitations please refer the presentation. All requirements captured within the presentation are outside the scope of Qay and hence Qay cannot address these requirements:

Limitation 1: Qay cannot do link protection

Path protection is assumed more efficient than segment protection. But, this assumption is not always valid as mentioned in this whitepaper. If two 1:1 protected TESIs are provisioned to jointly traverse a single link (or set of links) and are provisioned link disjoint from there on and if there is local de-tour available then upon failure of this joint/common link optimal protection would be local de-tour rather than end-to-protection switching. Normally, core switches are high-end switches and can easily handle protection switching of many TESIs when compared to low-end BEBs. 50 ms protection might not be feasible as number of TESIs to be protected end-to-end increases. Ideally, both pre-provisioned end-to-end and segment protection switching is preferred.
Limitation 2: Qay protection definition
Qay does not restrict a work and protect TESIs to flow through same PNPs on the near and far end. If work TESI and protect TESI has single-link-disjoint path, then ideally local re-route via segment protection is more favourable than end-to-end protection switching. Notice that recommendation of separating the two TESIs as much as possible may not be possible sometimes. Inclusion of such note with Qay will not be much help, because though the network was designed with this problem in mind, sooner or later this problem might be unavoidable. 
Limitation 3: Qay cannot do node protection
This limitation is similar to Limitation 1. If a node is a single point of failure for both work and protect TESI, that is both work and protect path share the same node, then failure of this node will lead to failure of both work and protect. If local re-route via segment protection is available for this critical node, then segment protection is a better option.
Limitation 4: Qay does not address point-to-multipoint protection

Qay addresses 1:1 end-to-end path protection within a single domain. It does not address point-to-multipoint protection, though it is in the PAR. Further, finding a completely disjoint tree (node and link joint) is infeasible sometimes. Moreover, certain links or branches could be a very significant entity or very prone to failure, protecting which provider can increase the availability of most leaves. Thus segment protection offers a method by which some or all segments of a p2mp service could be protected.

Limitation 5: Qay cannot address multi-domain protection

This limitation brings out one major problem within Qay: Qay is not ready or was not designed for multi-domain. We shall take this issue later. But, for now we consider simple case of multi-domain protection. If there are four domains: A, B, C and D and traffic flows from A to C through B, then protection could be effected in two ways. One could be to let domain B do 1:1 end-to-end protection switching within its domain; the other solution could be to protection switch through domain D. The first solution is clearly an example of multi-domain segment protection wherein B that appears as segment to A and C, will do 1:1 segment protection within its domain. 
  Qay defines BEBs as IB-BEBs. So ingress and egress to Qay domain is always a raw customer traffic. To understand this, consider two multi-domain Q-in-Q networks: A and B. Domain A takes 802.1Q frames on the customer port and sends Q-in-Q frames to its peer, B. On the interface side between A and B they exchange Q-in-Q frames and not Q frames. The way Qay is architected, two Qay domains cannot interact at any layer other than the customer layer and consequently they are two independent non-interacting domains: They can never interact as domains. Since segment protection is generic it should handle multiple Qay domains under its umbrella. Feedback is welcomed.
Below we give some more requirements that stem from other technologies:
Requirement 1: Dual Node Interconnect

Here we consider a simple topology: two domains A and B. A is cyclic network with 3 node connected like A1-A2-A3-A1. Similarly, B has 3 nodes connected cyclically as B1-B2-B3-B1. These two domains are dual node interconnected. A1 and A2 are connected to nodes B1 and B2 respectively. Clearly, segment protection has its application at interconnects of DNI (as well as in multi-domain NNIs).
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Requirement 2: Segment Protection in GMPLS

C-CAMP is considering segment protection within GMPLS-PBB-TE. 

Requirement 3: Shortest Path (Backbone) Bridging is not TE enabled

Segment Protection cannot be brought under the umbrella of SPB as its scope is limited to non-TE services. Segment protection can be applied for non-TE services by protection switching single B-VID or set of B-VIDs over a segment. Another solution is to apply segment protection to monitor link or node failure; this could be adoption of G.8031 or G.8032 as a one mechanism. Thus Segment Protection is applicable for both TE and non-TE services.
Requirement 4: 1:N, N:1, and N:M protection switching.

Qay addresses 1:1 protection switching. Other scenarios like 1+1, 1:N, N:1 and N:M are outside the scope. Often collection or group of link/nodes fail, so sometimes 1:1 protection might be insufficient. Further, sufficient bandwidth might not be available for all TESIs to be segment protected. In many such cases N:1 protection is required. Further, N:1 can have priorities p1, p2, p3 and p4 depending on the degree of protection. N:1 is like static routes for specific DA+VID combination with priorities p1, p2, p3 and p4. In the event of failure of p1-segment, traffic switches to p2-segment provided it is administratively enabled and healthy, otherwise switch to p3-segment. Typically, carriers want fast (sub-50ms) protection switching along pre-provisioned segments/paths with degrees ranging from 3 to 10. In case of 1:N, higher priority traffic should pre-empt lower priority traffic from the protect TESI or from the work TESI. These requirements translate to a more generic protection group definition that is outside the scope of any standard. This requirement which may form future enhancements to Qay can be addressed within Segment Protection.

Conceptual Solution:

The concept behind Segment protection is snooping of CCM frames and maintaining a database per TESI that is to be segment protected. CCMs corresponding to ESPs of a TESI are snooped at the nodes that define the end-points of a segment through which TESI flows. That is, a segment is defined through management provisioning of two nodes, one segment each for work and for protect. If work segment detects fault in a TESI or set of TESIs or failure of the transport resource of the work segment then protection switching is triggered. Traffic will be routed through the protect segment. Trivially, if a segment is a link then the detection of fault can be through SF/SD.
Segment Protection work should address all the limitations of Qay and other requirements mentioned above.
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