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• This is tsn-nfinn-L3-Data-Plane-0214-v03. It 
is part 2 of a two-part presentation. 

• Part 1, tsn-nfinn-L2-Data-Plane-0214-v04, 
introduces concepts on which this 
presentation depends.  Part 1 should be read 
before Part 2. 

http://www.ieee802.org/1/files/public/docs2014/tsn-nfinn-L3-Data-Plane-0214-v03.pdf
http://www.ieee802.org/1/files/public/docs2014/tsn-nfinn-L2-Data-Plane-0214-v04.pdf
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• We will often use “host,” not “end station.” 
“End station” is too 802.1-centric.  A router is an end 

station to L2, which confuses things. 
But, remember that we’re not always talking about a 

device that meets the Host Requirements RFC. 
• We will often use “node” or “network node”, not 

“bridge,” “router,” “bRouter,” “switch,” etc., since 
it usually doesn’t matter what the device actually 
is. 

• We will often use “packet,” and not “frame,” 
unless we are talking specifically about an 
Ethernet frame. 
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• This author perceives a disconnect between 
the current AVB/TSN protocol suite and the 
long-term needs of a broader marketplace. 
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• This is best illustrated by our work to date on 
P802.1Qcc.  Among our goals are: 
Support a network of tens of thousands of end 

stations with thousands of AVB/TSN flows. 
Support the convergence of ordinary traffic and 

mission-critical traffic. 

• On the other hand: 
Our scheme only works over a flat bridged network. 
There is a consensus in the industry that a flat 

bridged network of that size would collapse under 
(among other things) the broadcast load, especially 
if converged with ordinary traffic. 
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• A number of people have spent considerable 
effort over the last few months to figure out 
how to reconcile this conflict. 

• We have started by asking, “How can I most 
easily adapt existing applications, existing, 
host stacks, and existing networking 
equipment to take advantage of TSN?” 

• This means using existing networking 
models, existing layering models, and to the 
greatest extent possible, existing protocols. 
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• The goal of the TSN TG should be to write 
standards for new Quality of Service 
(QoS) classes for high reliability and low 
latency, that offer incremental benefit to 
any network, whether L2, L3, or mixed, 
that follow established general-purpose 
operational models. 

• To the extent that TSN standards require 
variations from those models, their 
adoption will be hindered. 
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• The network is some combination of bridges 
and routers, illustrated on the following slide, 
that follow the existing norms for networking. 

• We have the usual plethora of protocols 
running (including, perhaps, L2 protocols 
from ITU-T, ODVA, or ISO, instead of IEEE). 
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• Just nodes, queues, and wires!! 
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• To build a circuit that makes guarantees, 
every box along the path has to participate in 
the circuit. 
We’ve known that for some time, in AVB/TSN. 

• Therefore, in a mixed L2/L3 network, every 
box along the path has to participate in the 
data plane and in the control plane. 
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• Part 1 covers a number of issues, mostly in 
the Layer 2 end-to-end world, summarized 
here in two slides. 

• This Part 2 covers: 
1. Peering principles 
2. Circuit identification 
3. MPLS and Pseudowires 
4. IP Multicasts 
5. Summary 
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• From a pure layering standpoint, this is what 
we’re doing right now with AVB/TSN. 

• A TSN Encaps function is substituting the 
network addresses of the endpoints with circuit 
labels (tunnel addresses), and at the end of the 
circuit, a TSN Decaps function restores them. 
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Serialization 

 
• Packets must be 

serialized, per-circuit. 
• Circuits can be split and 

merged by circuit ID. 
• Individual circuits must be 

identified, and sequence 
and circuit parameters 
encapsulated. 
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• In a complex network, the seamless 
redundancy functions in the TSN stack 
must be peers (at the same sublayer level). 

• The TSN stack resides in a system.  It does 
not matter with what Layer that system 
primarily concerns itself. 
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• This is especially important when the network 
nodes are performing proxy functions for hosts 
or for other network nodes. 
This diagram shows where redundancy peers can 

reside.  It does not show multiple paths for one flow. 
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• It is awkward to have seamless redundancy peers 
at the Ethernet layer.  Not even the end-to-end 
Talker-to-Listener peers.  Why? 

• It’s not because you have a router at one end and a 
bridge at the other; the system’s Layer association 
doesn’t matter. 
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• It is awkward to have seamless redundancy 
peers at the Ethernet layer.  Not even the end-
to-end Talker-to-Listener peers.  Why? 

• Because the Talker and Listener do not have 
an Ethernet relationship in the base network. 
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• For example, the Listener is Ethernet; it’s 
connected to a bridge. 

• But the Talker may be connected to its router 
via USB, or via IEEE 802.15.4e. 
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• One can create tunnels using Ethernet-over-
XYZ technology, and make the Talker and 
Listener Ethernet peers. 

• But, this only scales so far; if the whole world is 
Ethernet, then the world doesn’t work. 
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• At present, the TSN stack peers only 
Ethernet protocols. 

• This is not sufficient for a mixed L2/L3 
network. 

• So, we need a TSN stack that peers at 
higher layers. 

• As we will see, this is not as hard, or as alien 
to TSN’s current work, as it may seem at 
first. 
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• Every network node along the path must be 
able to recognize the circuit, in order to 
provide it with the per-circuit services it 
requires. 
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• For all-Ethernet networks, we have several 
candidates for circuit identification (from Part 1): 
Current AVB/TSN frame format. 
HSR (modified). 
PBB-TE. 
Ethernet or IPgram pseudowires. 

 All use {VLAN ID, Group DA} to identify the 
circuit to the bridges. 
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• But when the boxes are mixed L2/L3, {VLAN, 
MAC address} pairs don’t work: 
There are boxes that are not Ethernet. 
There are no end-to-end Ethernet addresses! 
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• What we need is to have the circuit ID 
available to every box.  How?  Options: 
Deep packet inspection?  Not the first choice. 
o It’s difficult and expensive. 
o Security can make it impossible. 
An L2 tag?  No! 
o There is no L2 that runs end-to-end. 
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• Well, actually, there is. 
• It’s called, Multi-Protocol Label Switching 

(MPLS). 
• Remember Part 1?  The pseudowire format 

has a circuit label buried in it. 

http://www.ieee802.org/1/files/public/docs2014/tsn-nfinn-L2-Data-Plane-0214-v03.pdf
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• We have a second method for circuit 
identification in the L3 world, which is IP 
Multicast. 

• This can work because, in the typical use case, 
there is a unique IP Multicast destination 
address for each stream (circuit). 

• The IP address is visible to the routers, and the 
derived MAC address to the bridges.  (The 
mapping is 32:1, not 1:1, but this problem is 
usually avoidable in the enterprise.) 
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• Each MPLS label is 32 bits, including a 20-bit 
“label value” that identifies a flow for the 
purposes of routing. 

• MPLS labels can be stacked to any depth, even 
more so than IEEE 802.1 tags. 

• An MPLS label is marked whether it is the last 
label in the stack or not (End Of Stack = EOS 
bit): 
After a not-the-last label is another label. 
What’s after the last label is identified by the label. 
An EtherType is not needed between or after labels. 
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• An LSP is a path through the network from a 
Label Edge Router (LER) through some 
number of Label Switching Routers (LSRs, 
an MPLS “switch”) to one or more destination 
LERs. 

• At every hop: 
The label value tells the LSR how to forward the 

packet. 
At each hop, the outermost label value changes 

and the TTL (8 of the 32 bits in the label) is 
decremented. 
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• There are many protocols for setting up 
LSPs. 

• For example, an LSP can be set up to carry 
IPgrams. 
o This can be the same path that the IPgram would have 

followed. 
o This can be a path that is different from what the routing 

protocol would normally do with the packet.  E.g., a 
Path Computation Element (PCE) can pick a path. 

o The LSP can change to follow the topology, or it can be 
fixed until explicitly torn down. 
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• The network pushes and pops labels as 
flows enter or leave layered LSPs (tunnels).  
An LER (edge) function is at the mouth of 
every LSP. 

• Note that this paradigm supports scaling up 
to huge numbers of (AVB/TSN) streams: 
You can aggregate bundle of streams by 

pushing an extra label. 
This can be treated as a single flow with a 

bandwidth equal to (or greater than) the sum of 
its constituent flows. 
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• Anything that the end points have the means to 
agree upon.  This is the power of MPLS!  E.g.: 
A bare IPgram. 
An Ethernet or Frame Relay frame. 

• The endpoints creating the Label Switched Path 
decide, though the protocol used to create the 
LSP, what they are encapsulating. 

• Typically, 
the next-to-last label value routes the packet, and 
The last label Identifies the format of what follows 

the label stack. 
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• The outermost MPLS label governs the 
progress of the packet through the LSRs. 

• In current MPLS-over-Ethernet, the DA is the 
address, Individual or Group, of the MPLS 
device(s) intended to receive the packet, 
perhaps over a Bridged LAN. 

• MPLS-over-X is defined for all X. 

DA SA MPLS 
EtherType 

MPLS 
Label 

Last MPLS 
Label Payload CRC … 

   6        6         4              2                4           4              4                   N                4 

VLAN 
tag 
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• The MPLS label identifies, to the LSRs, the 
flow to which the packet belongs, for both 
routing and QoS. 

• But, the Bridges need to know this, also. 
• But, we have a TSN Encaps/Decaps layer! 
So, whatever destination MAC address and 

VLAN would be used, normally, to carry the 
MPLS-labeled packets, we can change them, in 
order to carry it over a TSN circuit to its 
destination. 
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Bridges do MPLS 
• The label value changes at each hop. 
• Since things are properly layered, we can’t 

prevent this from working or from being 
implemented. 

MPLS uses its normal {VLAN, DA} 
• And the MPLS frame is then encapsulated 

via TSN. 
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• There is a class of “what follows the last label” 
that is supported by control protocols and in lots 
of ASICs, called “pseudowires.” 

• An essential feature of a pseudowire is that it 
can guarantee ordered delivery. 
A pseudowire has a control word following the label, 

and preceding the payload. 
This control word carries a sequence number. 

• Hence, the mention of Ethernet pseudowires in 
Part 1. 

• But, wait!  There’s more! 

http://www.ieee802.org/1/files/public/docs2014/tsn-nfinn-L2-Data-Plane-0214-v03.pdf
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• It is an interesting fact that the most common 
algorithm for pseudowires to eliminate out-of-
order deliveries, simply discarding out-of-
sequence packets, also happens to eliminate 
duplicates for seamless redundancy. 
It works fine, in the case where transmissions 

are infrequent relative to delivery delay, which is 
the industrial use case. 
It contains sufficient information to enable TSN 

to define algorithms suitable for high-volume 
streams, should we choose to do so. 
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• “Naked” pseudowires, where the outermost 
label is also the last label, are not encouraged 
by many people in IETF, although there are 
cases where they are appropriate. 

• In essence, the pseudowire label is 
unambiguously the flow ID, and IETF prefers 
that this be wrapped in a label that is 
unambiguously a route ID. 

• But, this is a presentation, not a standard.  We’ll 
work that out. 
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• The Internet Protocol, we can safely say, is a 
Layer 3 protocol. 

• People call VLAN Bridging Layer 2.  Many 
would argue with this assessment. 

• Most people consider MPLS a Layer 2 with 
no single Layer 1. 
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• What we can say is that, from top (Layer 7) 
to bottom (Layer 1) the natural layering is: 
Internet Protocol 
Pseudowires 
MPLS 
Bridged LANs 

• Of course, you can always have X over Y 
over Z over X over Y over P over X over Q. 
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• Certainly! 
• Note that identifying individual flows in the 

data plane is necessary for AVB for basic 
flow reservation and cancellation (route ID). 

• The MPLS label provides: 
1. A route ID 
2. A flow ID, where separation is required 
3. A 3-bit priority (COS = Class Of Service bits) 
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• If you forget, for a moment, about seamless 
redundancy being proxied by bridges or 
routers, and look just at: 
Circuit establishment. 
Latency and congestion loss guarantees. 
One or more paths, either over standard 

topology or over pinned-down paths. 

• Then, you don’t need a sequence number or 
the sequencing layer. 
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• Therefore, any multicast technology that: 
Assigns a unique Group MAC address for the destination 

address of each stream; and 
Either follows the standard topology, or is placed in the 

non-learning TSN VLAN; 

 can serve the function of a (null) TSN Encaps/Decaps 
sublayer. 

• Since it may take time before seamless redundancy 
sequencing becomes important, the simple use of IP 
multicast should be encouraged, where appropriate. 

• We need to look at control protocol choices with 
ordinary multicasts in mind. 
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Why do we care about L3 TSN? 
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Why do we care about L3 TSN? 
 

• Just nodes, queues, and wires!! 
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• MPLS and/or IP multicasts allow routers to 
give individual flows special QoS, exactly the 
way that TSN wants it done. 
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One-slide summary 
• There are two obvious candidates for an end-to-

end circuit ID not tied to Ethernet – an MPLS 
label, or an IP multicast. 

• There is one obvious candidate for end-to-end 
seamless redundancy that works at either L2 or 
L3 – an MPLS pseudowire. 

• Those solutions work well with bridges and the 
current AVB/TSN data plane. 

• With the right layering model, there are many 
ways to put together properly layered solutions. 



Thank you. 
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