60802-Hantel-Ch4Contribution-0319-v01.docx
[bookmark: _Ref531335460][bookmark: _Toc523314790][bookmark: _Toc523326059][bookmark: _Toc523755007][bookmark: _Toc535913730][bookmark: _GoBack]<Note to Editor: Proposed content to replace Section 4.1. Section number will change if Farkas contribution is adopted>
<Note to Editor: Add partial content from Graeme Wood http://www.ieee802.org/1/files/public/docs2019/60802-wood-d1-0-comments-clause-4-1-0119-v01.pdf>
4.1 Control Loop Basic Model 

4.1.1 Control loop operation 

Industrial network applications are based on three main types of building blocks which may be combined in one device, or provided as separate devices interconnected through a suitable communication network. 

These basic building blocks are; 
· Sensor applications which provide input measurements indicating the state of a parameter being monitored or controlled, 
· Controller applications which operate on combinations of measurements and external demand settings to develop output requests, 
· Actuator applications which implement output requests as physical changes to the process or machine under control, such as a level in a storage tank, the speed of a printing press, or movement of a robot. 


A control loop is formed when the process or machine responds to the actuator output and produces a new measured value at the sensor. The complete loop is shown in Fig 1 where the application devices are connected as end stations of a TSN. 

[image: ]
Figure 1 – Data flow in a control loop

In operation, the sensor application samples the measured value and the sampled values are transferred through the network as data packets for the controller to compare with the demand value. After any computational delay, the required output is transferred from the controller to the actuator for implementation as a change in the external process. This sequence repeats continuously as a regular cyclic operation using a local or network time base. For good control, the cyclic repetition rate needs to be 5 to 10 times faster than the time constant of the process response. 

Latency or time delay between the sensor input and actuator output needs to be minimised and bounded as non-deterministic data transfer times can significantly degrade control performance. 


· 
· 
· 





Components of the control data latency are indicated by the blue and red arrows in Figure 1 and include; 
· Computation time in device application layers 
· Transfer time through device MAC and PHY layers 
· Transfer time through the TSN Time delays within devices are device specific and known to the manufacturers

Time delays through the TSN need to be predictable at the network design stage and measurable within an operating TSN.


<Note to Editor: End of adopted Wood Contribution>

<Note to Editor: Preserve the three levels of a control loop content>
 REF _Ref531335372 \h Figure 1 and  REF _Ref531335460 \h Table 5 show three levels of a control loop:
Application		- within End Station,
Network Access	- within End Station,
Network / Bridges	- within Bridges.
<Note to Editor: End of three levels of a control loop>
<Note to Editor: Add partial content from Mark Hantel’sHantel’s presentation in http://ieee802.org/1/files/public/docs2019/60802-Hantel-SampleSelection-0319-v00.pdf, as modified by the comments made during the presentation>
4.1.2 Control Loop Applications
Applications need to have a common understanding of time among each other or with the network if they need to synchronize and sequence events. This may isbe used for things such as synchronizing multiple axes of motion, or for timestamping sensor inputsvarious events. The working clock enables a common understanding of time. If an application doesn’t need to have use a common understanding of time, it may be executing based on aits own oscillator which would be known as a local timescale.
The working clock synchronizes a TSN network using IEEE Std 802.1AS-REV. While bridges propagate the working clock, they will only synchronize transmission according to the working clock if Enhancements for Scheduled Traffic (IEEE Std 802.1Q-2018) is enabled.
While many traffic types may arebe implemented on an industrial automation system, two only a few traffic types require minimized latency and known delivery windows. The first is known asExamples are isochronous real-time traffic and the second is cyclic real-time traffic.
Isochronous real-time traffic is commonly used for motion control and can have application cycle times lower than 50as low as 31.25uSµs. Isochronous traffic expects the application cycle to be aligned with the working clock. Cyclic traffic is typically used for reading sensors and activating output signals at 1 ms1ms and above.
<Note to Editor: End of adopted Hantel Contribution>
<Note to Editor: Add simplified Application Types Table as agreed in Vancouver>
Table 5 – Application Requirements
	Level
	Isochronous Application
	Non-Isochronous Application

	Application
	Synchronized to network access
	Synchronized to local timescale 

	Network access
	Synchronized to working clock
	Synchronized to local timescale

	Network/Bridges
	Synchronized to working clock
	Free running
	Synchronized to working clock
	Free running
	Free running


<Note to Editor: End of added table>
<Note to Editor: Add partial content from Mark Hantel’s presentation in http://ieee802.org/1/files/public/docs2019/60802-Hantel-SampleSelection-0319-v00.pdf, as modified by the comments made during the presentation>
4.1.3 Mechanisms that can be used to meet Control Loop Latency Requirements 
Meeting latency requirements on a network can be accomplished in multiple ways. Some of those methods are: 
1. Define and test all possible application combinations 
2. Overprovisioning the network
3. Providing scheduled time slots for each application to transmit on the network
4. Preempting lower priority traffic 
5. Providing scheduled time slots for certain traffic classes
6. Synchronizing network access 
7. Simulating the traffic load of specific implementations ahead of time
8. Using Enhancements for Cyclic Queuing and Forwarding
This profile of TSN defines methods 3-7. 
Preemption is defined in 802.1Q-2018 and 802.3br3-2018. 
Reserving time on the network for certain traffic types can be done through specific implementations of Enhancements for Scheduled Traffic (802.1Q-2018).). Enhancements for Scheduled Traffic can be implemented based on a per stream basis or based on a stream class basis. A network cycle needs to be defined for this to work. The network cycle is a multiple period of the applications that are traversing the network. Once that cycle time is defined, portions of that cycle time can either be allocated to streams or classes of streams.
When a single application is implemented on a network, that application is responsible forcan sequenceing the communications of the controller, sensors and actuatorsentire industrial automation system. The application can ensure the network will be able to meet all latency requirements through internal sequencing. When multiple applications share the same network, those applications need to validate that the network will always meet their latency requirements. This can be accomplished by synchronizing Network Access. This is a method for coordinating transmission of all the traffic that shares a Network to validate all application requirements can be met and increasing utilization.
Simulating Creating a digital model of network traffic ahead of time will guarantee that a solution will work and can allow network access to be synchronized.
<Note to Editor: End of adopted Hantel Contribution>
<Editors Note: Add Revised Application Types Table as agreed in Vancouver>
Table 6 – TSN Mechanisms that can be used to meet Application Requirements

	Level
	Isochronous Application
	Non-Isochronous Application

	Application
	Synchronized to network access
	Synchronized to local timescale 

	Network Access
	Synchronized to working clock
	Synchronized to local timescale

	Network Access TSN Mechanisms
	Stream Class based scheduling, Preemption
	Stream or Stream Class based scheduling, Preemption

	Network/Bridges
	Synchronized to working clock
	Free running
	Synchronized to working clock
	Free running
	Free running

	Network/Bridge TSN Mechanisms
	Stream/Stream Class Scheduled traffic and/or Strict Priority and/or Preemption
	Strict Priority and/or other Shaper and/or Preemption
	Stream/Stream Class Scheduled traffic and/or Strict Priority and/or Preemption
	Strict Priority and/or other Shaper and/or Preemption
	Strict Priority and/or other Shaper and/or Preemption



<Note to Editor: End of revised table>
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