
Summary of the simulation 
results and agreements

Silvana Rodrigues (Huawei) 

Jingfei Lv (Huawei) 

IEEE 802.1 TSN TG

IEC/IEEE 60802 meeting on 2021-01-11



March Simulation Results (Ref #3) • Oscillator model 1 
(802.1AS-2020 Annex B 
model) was found to be too 
optimistic

• The decision was to run the 
next set of simulations with 
model 3 (triangular), as it 
was the most conservative 
model

Residence time 10ms

Pdealy turnaround time 10ms

Mean Sync Interval 31.25ms

Mean Pdelay interval 1000ms



May Simulation Results (Ref #4)

• Based on these simulation results, it was decided to use a timestamp granularity of 2ns
• It was decided to use successive Sync messages for computing GM rateRatio for the next set of simulations
• The residence time for the May simulation was 10ms, the next set of simulations will include residence time of 1ms, 4ms, and equal 

probability of 1 ms, 4 ms, 10 ms (chosen independently for each Sync message)
• Based on discussion and later updated in contribution [1], it was decided to use +/-50 ppm for the clock model



July Simulation Results (Ref #5)
Pdelay turnaround time 10ms

Mean Sync Interval 30ms

Mean Pdelay interval 1000ms

• It was found that clock model using triangular wave frequency variation was too conservative, it was decided to use sinusoidal wave 
frequency variation for the clock model for the next set of simulations, and use relative random phases and random frequencies of 
sinusoidal  waves at each node.

• It was decided to use sliding window for the computation of GM rateRatio using successive Sync messages with residence time of  1ms, 
4ms and 10ms 

• It was decided to include Accumulate neighborRateRatio using pDelay messages for computing GM rateRatio with residence time and 
Pdelay turnaround time  of  1ms, 4ms and 10ms 



September Simulation Results (Ref #6) 

• It was concluded that residence time needs to be below 4ms  for an oscillator of  3ppm/s max drift rate. Residence 
time of 10ms causes instability for network greater than 60 nodes when using successive Sync message method

• Through email discussions was decided to add 2 more use-cases with Pdelay turnaround time of 1 ms and 4ms to the 
simulation



October Simulation Results (Ref #7)

• There were concerns about residence time to be too strict, 
and therefore it was agreed to run the next set of 
simulations with 2 different oscillators:
1. Residence time of 4ms with an oscillator drift of 
3ppm/s
2. Residence time of 10ms with an oscillator drift of 
0.3ppm/s
3. A mix of case 1 and 2, splitting the network with 
50% of the network using the parameters of case 1 and 
50% of the network using the parameters of case 2

• Based on email discussions, it was agreed to add ±8 ns 
error due to dynamic PHY delay asymmetries and 
dynamic timestamp error.

• At the meeting on October 12, 2020, it was agreed to use 
the technique where neighborRateRatio is measured 
using Pdelay messages and then accumulated.



November Simulation Results (Ref #8)

• Through email 
discussion was 
decided to add 3 
more use-cases using 
successive Sync 
messages method of 
computing GM 
rateRatio.

• Based on contribution 
[2] it was decided to 
run the simulations 
with the GM Time 
Error (TE).



December Simulation Results 
(Ref #9)



Summary
• So far, the following seems to be the agreements achieved:

• Timestmap granularity of 2ns

• To use +/-50 ppm for the clock model

• The use of sinusoidal wave frequency variation for the clock model 

• Residence time of 4ms with an oscillator drift of 3ppm/s

• Residence time of 10ms with an oscillator drift of 0.3ppm/s

 Message rates should be the same for the 2 cases above to allow interworking between equipment 
using different oscillators

• To use Pdelay messages to accumulate neighborRateRatio

• To consider the GM TE in the simulations

• Turnaround time does not influence the results of the simulation, then 10ms may be sufficient
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Thank you.


