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Recap: PFC Concept

* Priority based Flow Control (PFC) is defined in Clause 36 of IEEE Std 802.1Q-2018

* Mainly used in data center networks in order to avoid packet loss due to congestion.

* “PFC allows link flow control to be performed on a per-priority basis. In particular, PFC is used to inhibit
transmission of data frames associated with one or more priorities for a specified period of time. PFC can be
enabled for some priorities on the link and disabled for others.” (Std 802.1Q-2018)

* One example of PFC

. : . Station 2 i

* XOFF threshold which invokes PFC is set on each PFC enabled priority Station 1
Priority O Priority O
* Priority 6 reaches threshold XOFF Priority 1 Priority 1
L Priority 2 Priority 2

* PFC pause frame is triggered and sent upstream romy riority
Priority 3 Priority 3
e Upstream priority 6 transmission is stopped Priority 4 Priority 4
Priority 5 P 2 ity 5

PFC enabled [ diad —I PEC Pause _ MO
Priority 6 :Priority 6
Priority 7 Priority 7

XOFF XOFF



Recap: PFC Delay and Headroom

Figure N-1 provides an high-level view of the various delays to consider:

* Th ere IS d tl me d € I ay betwee n P FC a) Processmng and queuing delay of the PFC request

1 1 1 b) Propagation delay of the PFC frame across the media
| nvocat Ion on sen d €ran d pa use a Ct 10N on c) Res};on:e tume to}rhe IPFC' indication at the ;“ar end
receiver.

d) Propagation delay across the media on the return path

Station 1 d) Data frames received Station 2
® 1 1 until PFC operation and
This .PFC dglay requires the PFC sender TT— uatil PEC op P
(station 1 in figure) reserve buffer to f \_/_\/
absorb in-flight packets. e cooes 4 PEC i

request after completion of frame boundary
current frame transmission
b) PEC frame propagates 'y
across media
—h

— 17111

 The reserved buffer is also called

‘headroom’. _
Figure N-1—PFC delays



Accurate ‘Headroom’ is Important for PFC

 PFC headroom and bridge buffers share the same buffer
pool in many implementations.

XOFF
 When PFC is not invoked, bridge buffer is used to absorb l

normal traffic burst P podge
« When PFC is invoked, buffers as PFC Headroom is used to :- I ] I“|

absorb inflight packets
Bridge buffer is used to absorb burst traffic, to avoid packet loss.

headroom :
buffer : Bridge

 XOFF threshold setting relates to headroom. ﬂ T
_— ATTT

* |f XOFF threshold is too high ( less headroom )

, , PFC must reserve headroom buffer to absorb inflight packet, to
* packet drop may happen, not ‘lossless’ anymore. avoid packet loss.

* |f XOFF threshold is too low ( more headroom )

 traffic is suspended unnecessarily, low network bandwidth utilization.

e Buffer resource is wasted.

* By calculating headroom, optimal XOFF threshold could be set.



Complexity of Headroom Calculation
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Figure N-2—Delay model (802.1Q-2018)



Complexity of Headroom Calculation

Station 1 Station 2

* One example from 802.1Q-2018 Annex N, assuming 100 meters
R (O cat6 cable, 10G BASE-T with maximum interface delay and

just started transmission
16160 BTs

> (802.3as Max Frame Size + M

B v higher layer delay.
PFC frame begins trans- _—
mission after maximum ( 2 —

fengh rame compieed | (G20 ame + G+ DV =2 X (Max Frame) + (PFC Frame) + 2 X (Cable Delay) + (TXds1 + RXds2) + (TXds2 +

Last bit of PFC frame /7™, F SFD/Preambie)

passedtoMAC servce |2 —\ TXds; BTs RXds 1) + HDs2

) _ ‘ (Interface Delay)
Last bit of PFC frame /™, )

sent into the wire

---.._,_E""bfe Dea,

T DV =2 X (16 160) + (672) + 2 X (5556) + (25 600 + 12 288) + (25 600 + 12 288) + 6144=
\>/ received from the wire 126 024 b|t t|mes = 15'5KB

PFC M_CONTROL indi-

RXds7 BTs |
(Interface Delay) |

| cation generated.
R Priority is paused, but

maximum length frame * When it comes to 100G or above, or when cable length increases, such as data center
just started transmission . . . . .
interconnection, cable delay will be significant.

|
|
16160 BTs ‘
(802.3as Max Frame Size + ¢
IPG +SFD/Preamble) ‘
Last bit of maximum
/;‘\I length frame processed
| \__/ by Transmission
| Selection
|
|

/E‘\ Last bit of frame passed
./ 1o MAC service

P Furthermore, implementation dependent internal buffer
./ the wire . . .

sviromsaions |t fragmentation should be considered when calculating

received from the wire ./ ‘ RXdes BTS

Last bil from stalion 2 — [ (interface Delay) he adroom.

received and queued. l\l 1 —
No more frames  ~—"
received for the duration

o e PRC cperaton » Buffer to store the packet is usually allocated chunk by chunk, not byte-
Figure N-3—Worst-case delay (802.1Q-2018) stream FIFOs, e.g. 160 bytes as smallest chunk

HDg; BTs |
(Higher Layer Delay) |

TXdgs BTs
(Interface Delay)




Current PFC Headroom Reservation in Network Management is Not
Efficient
* Usually, network engineers consider headroom 10G, Sm@port?  256,500m@Port2  100G,50km@Port3  xGxm@all ports

. @ @ T T [T
during network deployment or network changes. — e
* One common way is to use default value from vendor. I I

%

. . No packet loss Packet loss Packet loss
However, this rarely matches the real environment. :
Enough bridge buffer,
burst resilient
* Variable distance impacting ‘cable delay’, especially in long
distance Data Center Interconnect (DCl) scenario ] ] bufer x’
* Variable implementation dependent hardware processing No packet loss No packet loss No packet loss Less b”dge buffer. not
impacting Interface Delay, Higher Layer Delay. burst resilient, may be in

low throughput

__ Cable delay (bit times) || iD+HD(bittimes)

100G Base-R 5000 (0.6KB) 100G Base-R 802.3 max value 132 608
10km 5 000 000 (625KB) Test value 100 000
0.6KB for 10m estimation error (DCN case); 625KB for 10km estimation error (DCI case) Default settings may increase actual needs by 33%

* Otherwise, manual calculation, configuration and test are required based on hop by hop distance,
transmission rate, etc. That is time consuming.



Network Management Prefers ‘Plug-and-Play’

10G, 5m@port1  25G,500m@Port2 100G,50km@Port3 XG,xm@all ports

As a network management engineer, | want to

* Place the switch wherever it is needed and assure lossless

be haVIOF. headroom buffer
* Not worry about an improper configuration ( e.g default values) No packet loss Packet loss Packet loss )
which might cause performance issue. Enough bridge buffer,
burst resilient
* Release me from learning complex operations (tools, S
commands, parameters, etc.) on different vendors’ equipment, ~ SOEEEEE S ] buffer (
requiring me to read hundreds of pages of instructions. - )
. . ; ) No packet loss N ket | N ket | .
* Shorten the network BIS(Bring into Service) time and reduce O packet foss o o t‘ff‘ritbrg‘iﬁ’ii:t"’ff;}'/1";"]
OPEX low throughput
B S = e V
If the headroom setting is automatically adapted to -
environment, like a ‘plug and play’ feature, the No packet loss No packet loss No packet loss Adaptive buffer size,

burst resilient and no

network manager’s objectives can be met. packet loss



What We Have in |IEEE 802

0sl

REFERENCE
MODEL ETHERNET

v 802.3 90 Ethernet wonvers

<u ' ort for time APPLICATION / MAC Gients Measure tx/rx data path delay to support time synchronization

i OAM (Optional) .
PROrLIOT T e A Cono Oprona) Data path delay is between xMIl and MDI.
synchronization SESSION y MAG
t I D t d I TRANSPORT L7 gRS o
protocolis--Data delay newors | E‘F i o * Note: Current 802.3 timestamping is done at the xMII, 802.3cx propose to move
measurement DATALNK | .-~ Prv § the timestamp to MDI to improve time synch accuracy.
PHYSICAL MDI °
Figure 90-3—Data delay measurement
e s
v’ 802.1AS 11.1.2 i
“Propagation delay . ]
measurement” b _
" Use std 1588-2019 two-step PTP mechanism on a full-duplex
. point-to-point PTP link
ti Pdelay_Resp’
' Pdelay_Resp_Follow_Up fola
|t ¢ tto ty b
\ Y

v The txPropagationDelay attribute is typically
y 802'19*“ 12.3 2'3 Name Data type upportedt | Contormance” | References measured using a time synchronization protocol,
Propagatlon delay txPropagationDelay unsigned integer R BE 123221 e.g. 802.1AS




What is Missing ......

* The current set of standards are developed for time synchronization
e Data center networks seldom activate time synchronization.
* No description of usage for PFC headroom calculation.

* Time synchronization has different preference of timestamp points from headroom calculation.

802.1 AS PFC Headroom

Peer delay Peer delay PFCM_CONTROLre- | L e e e e e e
initiator responder questis invoked, but a
maximum lengih .
31 SileeTansmission Time sync preferred
- 16160 BTS
- 802.3as Max Frame Size + 1 1
Timestampes = - | EPG+SFDJPrEambIe) tlmeStamp pOInt
I =Kkifown by peer PFC frame begins trans-
_____ delay initiator ,';r',?m'ﬂ}'raﬁjcﬂ?:&"e‘g @i} 672 BTs
— (PFCFrame+IPG+ | o o e ==
ty ——— t Last bit of PFC frame @ SFD/Preamble)
_______ passed to MAC service
_____ - } TXdy, BT PFC Headroom preferred
iR S ) {Interface Delay)
= =mskbil HRFCIrame

ty Pde'aY—Req\ sent nto the wire Ot o, timestamp point
Lt R (N — Last bit of PFC frame

received from the wire
RXdg BTs
(Interface Delay)

PFC M_CONTROL.indi-
—@ cation generated.
Priority is paused, but

16160 BTs maximum length frame
=~ fL (802.3as Max Frame Size + { Just started transmission
~ -~ IPG +SFD/Preamble)
ti Pdelay_Resp = e Last bit of maximum
tz =~ length frame processed
ta Bl Transmission
h 4 = ttats S~ (Higher L HDSDZ ?Ts) Selection
igher Layer Dela
*CH%_RESE_FL)“OW_UP S~ - 9 Ve v Last bit of frame passed
= - - o 1o MAG service
ﬁ‘*:"‘—— ~‘~7 TXds2 BTs
-~ - nterfacaDela
S = ~|< ot fe ) Lastbitof frame sent into
i S - the wire
— — -, i T = Dg\ay
=~ Last bit from Station=2 @ Cav'e
el . received from the wire
e - RXdgq BTs
LAY bivomstation 2 (Interface Delay)
v ' received and quﬁfe(&@—
No more frames

received for the duration
of the PFC operation




Proposal for Adaptive PFC Headroom (1/4)

Station 1

A

Station 2

PFC HDRM capability notification

[
»

* Phase 1: Capability notification

Augment DCBX by extending PFC configuration TLV
DCBX uses LLDP with new PFC configuration TLV to exchange

capability

If both support PFC HDRM, initiate PFC HDRM Measurement
Request, otherwise, stop the procedure.

TLV type =] TLYV information 8021 0 8021 Willing | MBC Re- PFC PFC Enable
127 string length = 6 00-80-C2 Eubtype = 11 served | cap
, 1 hits 9 bits 3 octets 1 octet 1 bit 1bit | 2 bits bits 1 octet
HDRM Re-
Support served
1 bit 1 bit

Example



Proposal for Adaptive PFC Headroom (2/4)

* Phase 2: Delay Measurement

Station 1 Station 2 * Measurement request is sent from station 1 to station 2 with sending
timestamp T1

* Measurement response is sent from station 2 to station 2 with
receiving timestamp T2 and sending timestamp T3

* Station 1 set receiving timestamp T4

PFC HDRM Measurement Request * Measurement request and response frame is a new MAC control

(Request frame contains sending timestamp T1)

T1 \ frame
T2 -

- PFC .
-k - 6 octets 01:80:C2:00:00:01 - .
PFC HDRM Measurement Response 01:80:C2:00:00:01 = | identify Measurement
(Response frame set ACK to 1. T2 and T3 are G octets Station MAC Address frame
contained. T2 is receiving timestamp, T3 is Station MAC 2 octets Ether Type = 0x8808
sending timestamp ) T3 Address 2 octets Control Oprode=0x0111 :
B : 2 i ©, 0x0000: measurement request
Set receIVIng LB Ox8808 > E}CtﬁS' B TR 'Aﬁkmwie@e(ﬁ(ll,{)' R .
timestamp T4. 0x0101 : ot _ _ -+ 0x0001: measurement response
T4 Class-Enable Vector [ octes Yimestamp 1CT1) ;
Time ICIBMﬂ] . 8 octets ijestamp 2(']'2)
Time (Class 1) : g mias T : 3: :
Time (Clase3) B 8 octets Timestamp 4(T4)- :
Time (Class 4) ) : Packet$ Numibe :
Time (Class 5) 2 octets chetfeqence Number [~ Packet sequence number
Time (Class 6)  8octets | Pad(tmasmitaszerd) | o
TI& lGlﬂer ?1 4 WtﬁS CRC .

Example
PFC frame format Measurement frame format



Proposal for Adaptive PFC Headroom (3/4)

802.1Q PFC Example of Adaptive headroom

Station 1 Station 2 Station 1 Station 2
PFC M_CONTROL re- .
quest is invoked, but a I/I\ Last bit of T1
maximum length frame \_~ /| Mreq(measurement ]
Jjust started transmission o\
16160 BTs request)frame passed

» (802.3as Max Frame Size +
IPG +SFD/Preamble)

to MAC service TXds1 BTs

PFC frame begins trans-

mission after maximum |@— 672 BTs Last t_JIt of .Mreq framg (: ) Cab/e De/
ent4nto t
length frame completed } (PFC Frame + IPG+ sent+4nto the wire ay .
Last bit of PFC frame /™ SFD/Preamble) 1 Last bit of Mreq frame
- | . .
passed (o MAG service \,_/_} TXdg; BTs received from the wire
Interface Delay
Last bit of PFC frame 7~ ¢ )
sent into the wire \_" | ____E:abfe Dejay, RXds2 BTs
—_
e
(3 Last bit of PEC frame T2 @ Mresp(measurement response)
RXdg» BTs N/ received from the wire frame is invoked
(Interface Delay) —, PFCM_CONTROL indi- Generating of Mresp should
— 6 |« -cationgenerated. df PFC del
""" Priortty is paused, but be removed from elay T3
16160 BTs ‘ _matxjsf‘nl:tm(:etngm frame —@ Last bit of Mresp frame
(802.3as Max Frame Size + ¢ Just started ransmission HDs2 BTs P
IPG +SFD/Preamble) processed by transmission
Last bit of maximum + selection
/- < length-frame processed X
—.7_J)" by Transmission TXds2 BTs N Last bit of Mresp frame sent
HDgo BTS Selection ; h ;
(Higher Layer Delay) Into the wire
/E\I Last bit of frame passed \ay
/  to MAC service L e\d
TXdes BTs S Lastbitof Mresp from (,a‘O\e o
(Interface Delay) . _ . -
~7  Lastbit of frame seritinto statien-2-received from

v A the wire

_ the wire RXds1 BTs
Lastbitfromstation 2 N | - == cao\e . T 4
received from the wire \ 1%/ . BT Last bit of Mresp from (::>—
1 . .
Last bit from station2 - } (Interface Delay) station 2 received and
received and queued. I\l_l_jj— queued

No more frames
received for the duration
of the PFC operation
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: X = (T4-T1- (T3-T2) ) * Speed = 2*(Cable Delay) + TXds1 + RXds2 + HDs2 + TXds2 + RXds1

DV = 2*(Max Frame) + (PFC Frame) + 2*(Cable Delay) + TXds1 + RXds2 + HDs2 + _h DV = 2*(Max Frame) + (PFC Frame) + X
TXds2 + RXds1



Proposal for Adaptive PFC Headroom (4/4)

* Phase 3: Headroom calculation
* X = Port speed * (T4-T1-(T3-T2))
e DV =X + 2*(Max Frame) + (PFC Frame)

 Headroom = DV * alpha

* alphaisimplementation dependent,
considering buffer chunk size

Que
-
Transmission
selection

Station 1

ucs

Queues

12

Example

Station 2

ANSIN
select
A
EM_DATA M _CONTROL M _CONTROL EM DATA
8021
so23 | |1V~ T T
MA_DATA MA CONTROL MA CONTROL MA DATA
y
, MACsec T1 T 4 MACsec
i
MAC Control MAC Control
MAC MAC
o | Reconciliat | | Reconciliation |
i [ ]
3 { | XGXS | | XGXS |
£ L | |
E | | XGXS | | XGXS |
L] . , |
PCS | | PCS
PMA > PHY 9 PMA
.\ PMD ) | PMD
| Med: |
— v
Medium Delay

ssion
ion

3

Higher Layer Delay



Next Steps

* Define PFC headroom measurement mechanism
* Measurement capability advertisement
* Measurement timestamp point
 Measurement frame interaction

* Measurement frame format

Calculation method with timestamp

* Consideration of changes to 802.1Q



THANK YOU



