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(3k+1) clocks are necessary to tolerate the Byzantine Failure of k clocks (e.g., k=2 → 7 clocks) 

Byzantine Fault-Tolerance
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• Ultrahigh reliable systems require a system failure rate to be in the 

order of 10-9 failures/h or lower.

• Only a distributed fault-tolerant computer system with well-defined 

fault-containment units (FCUs) achieves the ultrahigh reliability 

requirement.

• FCUs may fail in a Byzantine failure mode and the distributed 

computer system must be designed to mitigate this failure mode.

• In order to tolerate k Byzantine failures n=3k+1 nodes are 

needed.

• The concept to Byzantine fault tolerance has been introduced in:

Lamport, L., Shostak, R., Pease, M. (1982). The Byzantine 

Generals Problem. Comm. ACM TOPLAS. Vol. 4 (3). (pp.382-

401).

https://www.ieee802.org/1/files/public/docs2012/new-avb-

wsteiner-fault-tolerant-clock-synchronization-0112-v01.pdf

https://www.ieee802.org/1/files/public/docs2012/new-avb-wsteiner-fault-tolerant-clock-synchronization-0112-v01.pdf
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Situation:

What is the color of the house?

Green

No Failure 

Don’t Know

Fail-Silence Failure

Green

Fail-Consistent Failure

Red Green

Green

Byzantine Fault-Tolerance (cont.)
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Situation:

What is the color of the house?

Static Situation: 1 Truth

Situation:

What is the color of the ball ?

Dynamic Situation: >1 Truth

Byzantine Fault-Tolerance (cont.)
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A distributed system that measures 

the temperature of a vessel shall raise 

an alarm when the temperature 

exceeds a certain threshold. 

The system shall tolerate the arbitrary 

failure of one node.

How many nodes are required?

How many messages are required?

HOT

COLD

Time

T
e

m
p

e
ra

tu
re

In general, three nodes are 

insufficient to tolerate the arbitrary 

failure of a single node.

The two correct nodes are not always 

able to agree on a value. 

A decent body of scientific literature 

exists that address this problem of 

dependable systems, in particular 

dependable communication.

Byzantine Fault-Tolerance (cont.)
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nodes are equipped with local clocks, 

all clocks shall become and remain 

synchronized.

The system shall tolerate the arbitrary 

failure of one node.

How many nodes are required?

How many messages are required?

In general, three nodes are 

insufficient to tolerate the arbitrary 

failure of a single node.

The two correct nodes are not always 

able to bring their clocks into close 

agreement. 

A decent body of scientific literature 

exists that address this problem of 

fault-tolerant clock synchronization.

Byzantine Fault-Tolerance (cont.)
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First mission in 2014, last mission in 2022, next mission in 2024 (first crewed flight)

SAE AS6802*): Current State-of-the-Art in 
Fault-Tolerant (Clock) Synchronization Protocols for Avionics 
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https://www.ieee802.org/1/files/public/docs2022/dp-

donnelly-NASA-needs-0522-v00.pdf

*) Standard-relevant patent families: EP2297885, EP2297886

https://www.ieee802.org/1/files/public/docs2022/dp-donnelly-NASA-needs-0522-v00.pdf


Fault-Tolerant Startup and Restart Protocol Fault-Tolerant Clock Synchronization Protocol

SAE AS6802 standardizes
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Fault-Free Faulty Switch

Faulty Switch and Faulty End Station

Maximum Deviation is 

provably bounded.

Clock

Startup w/ faulty Switch and Faulty End Station

Synchronization Masters (SM) and 

Compression Masters (CM) interaction



how to design devices to a sufficient quality level, e.g., Commander/Monitor (COM/MON) Structures

SAE AS6802 does not standardize
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Transparent Clock + Permanence (Reduces Dynamic Effects in Time Distribution)
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For now, let us assume that we operate in a 

single-hop network:

• End Systems operate as Synchronization 

Masters/Clients.

• Switches are configured as Compression Masters. 

Synchronization Strategy operates in two steps 

for clock synchronization during normal operation 

mode.

• Step1: Synchronization Masters  send 

synchronization messages to Compression 

Masters.

• Step2: Compression Masters send 

synchronization messages back to the 

Synchronization Masters and Clients.
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Fault-Tolerant Clock Synchronization - Overview
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Single-Hop Synchronization Flow
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Two-Step Synchronization Function
Step 1: Multiple Synchronization Masters provide Synchronization Messages
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Step 2: Compression Master Dispatches 
Compressed Synchronization Message
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Fault-Tolerant Clock Synchronization 
Failure Impact on Precision
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SM_clock2+SM_clock4 / 2



Fault-Tolerant Startup / Restart Protocol
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Fault-Tolerant Startup / Restart Protocol (cont.)
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Fault-Tolerant Startup / Restart Protocol (cont.)
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Fault-Tolerant Startup / Restart Protocol (cont.)
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Step 4: Compression Masters either forwards all CA Frames or 
sends compressed CA frame based on configuration. 



Fault-Tolerant Startup / Restart Protocol (cont.)
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Step1: Faulty Synchronization Master sends 
Coldstart Frame (CS) on channel 1 only.

Step2: Faulty Compression Master forwards 
CS frames to one port only.

Step3: Each Synchronization Master that 
receives a CS acks with a Coldstart
Acknowledgement Frame (CA) on all 
channels (e.g., ES 103).

Step4a: All correct Compression Masters 
send all CA frames to all ports (for multiple 
failure tolerant configurations).

Step4b: All correct Compression Masters 
send a compressed CA frame on all ports.

Scenario with End System + Switch Failure



Not discussed in this presentation
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• Clique Detection protocol

• Integration / Re-Integration protocol
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Formal Verification (model-checking or theorem proving) is state-of-the-art for ultrahigh reliable systems.

Formal Verification of SAE AS6802 Protocols
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Formal Verification w/ Model Checking
References on SAE AS6802 

Formal Verification



Agenda

August 2, 2023 30

• Byzantine Fault-Tolerance

• SAE AS6802 Byzantine Fault-Tolerant (Clock) Synchronization

• Protocol Detailed Operation

• Protocol Verification for Ultrahigh Reliable Systems

• Conclusion



Let’s not re-invent the wheel but build on proven solutions.

Conclusions
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• Byzantine fault tolerance is state-of-the-art in ultra-high reliable systems.
• SAE AS6802 (Time-Triggered Ethernet) tolerates Byzantine faults and is the state-of-the-art in fault-tolerant 

(clock) synchronization for ultra-high reliable systems such as avionics. 
• It is state-of-the-art to use formal methods like model checking and theorem proving to verify protocol 

correctness. All SAE AS6802 protocols have been formally verified.
• SAE AS6802 has been standardized in 2011 and concluded a revision in 2023. It has been proven in use 

for ultra-high reliable systems.

• Proposal 1: work towards using SAE AS6802 synchronization protocols as default FTM.
• Maybe prepare an SAE AS6802 „Appendix D“ for „Time-Triggered Ethernet Realization on IEEE802.1 

(TSN)“ (today Appendix B is for IEEE 802.3 and Appendix C is for ARINC 664-p7).
• Proposal 2: let’s define a „slimmed-down“ version of gPTP to simplify a chip-only implementation.

• E.g., make peer-delay-measurements and clock rate measurements optional. 



August 2, 202332


