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https://www.ieee802.org/1/files/public/docs2012/new-avb-wsteiner-fault-tolerant-clock-synchronization-0112-v01.pdf
https://www.ieee802.org/1/files/public/docs2012/new-avb-wsteiner-fault-tolerant-clock-synchronization-0112-v01.pdf
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Situation: 

What is the color of the house?

Static Situation – One Truth

Situation: 

What is the color of the ball ?

Dynamic Situation –  More than One Truth
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A distributed system that measures 

the temperature of a vessel shall raise 

an alarm when the temperature 

exceeds a certain threshold. 

The system shall tolerate the arbitrary 

failure of one node.

How many nodes are required?

How many messages are required?
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In general, three nodes are 

insufficient to tolerate the arbitrary 

failure of a single node.

The two correct nodes are not always 

able to agree on a value. 

A decent body of scientific literature 

exists that address this problem of 

dependable systems, in particular 

dependable communication.
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A distributed system in which all 

nodes are equipped with local clocks, 

all clocks shall become and remain 

synchronized.

The system shall tolerate the arbitrary 

failure of one node.

How many nodes are required?

How many messages are required?

In general, three nodes are 

insufficient to tolerate the arbitrary 

failure of a single node.

The two correct nodes are not always 

able to bring their clocks into close 

agreement. 

A decent body of scientific literature 

exists that address this problem of 

fault-tolerant clock synchronization.
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https://patents.google.com/patent/US9331805B2/en
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