May, 2004
 IEEE P802.15-04/216r0

IEEE P802.15

Wireless Personal Area Networks

	Project
	IEEE P802.15 Working Group for Wireless Personal Area Networks (WPANs)

	Title
	Misc. MAC Enhancements

	Date Submitted
	[7 May 2004]

	Source
	[Knut Odman, Author]
[Motorola Freescale]
[8133 Leesburg Pike]

[Suite 700]

[Vienna VA 22182]
	Voice:
[ (703) 269 3058 ]
Fax:
[   ]

E-mail:
[kodman@xtremespectrum.com]



	Re:
	[This document contains proposals for the TG3b MAC enhancements project]

	Abstract
	[Proposed enhancements for MCTA, open async CTA, announcements and scanning]

	Purpose
	[The recommendations contained in this document are to be applied to the 802.15.3b baseline.]

	Notice
	This document has been prepared to assist the IEEE P802.15.  It is offered as a basis for discussion and is not binding on the contributing individual(s) or organization(s). The material in this document is subject to change in form and content after further study. The contributor(s) reserve(s) the right to add, amend or withdraw material contained herein.

	Release
	The contributor acknowledges and accepts that this contribution becomes the property of IEEE and may be made publicly available by P802.15.


MCTA

Problem:

All MCTA shall be directed to or from PNC. This prevents peer-to-peer transmission of commends, such as probe and announce if CAP is not used.

Solution:

In 8.4.3.3 page 182 line 17

Management CTAs (MCTAs) are identical to CTAs except that the PNCID is either the SrcID or the DestID in the CTA and the stream index is set to the MCTA stream index, 7.2.5.
Discussion:

The change will allow the PNC to set up MCTA to periodically allow transmission of commands to any other peer by setting the CTA destination to BCSTID, or to in some fashion rotate the MCTA among all permutations of member DEV pairs.

Note:

This change automatically allow open MCTA to be BCST-BCST and implies that Slotted Aloha shall be used, see 8.4.3.4.

Open Asynchronous timeslot

Problem:

The current reservation scheme introcuces latency especially for DEVs that rarely uses asynchronous data but demands a short latency when needed. The CAP can be used for this reason but a feature for non CAP DEVs is desirable.

Solution:

New clause 8.5.2.3 Open Asynchronous Channel Time (OACT)

“The PNC may reserve channel time for asynchronous data to be shared among DEVs. This is done by assigning CTA blocks with SrcId=BcstId, DestId=BcstId and StreamIndex=0xFF. Access to an Open Asynchronous CTA shell be done by using Slotted Aloha, see 8.4.3.4.”

“A DEV may request that the PNC assigns Open Asynchronous Channel Time with certain intervals by sending a Channel Time Request command, 7.5.6.1, with DestId set to BcstId and Stream Index set to 0xFF”

“The PNC shall respond with a CT response command indicating its OACT policy. The policy may change based on the DEV’s request. The PNC may also reject the request if OACT is not supported by setting the reason code to ‘request denied’. A request is considered successful if any OACT interval is allocated”

“A DEV should indicate that is no longer needs OACT by sending a CT request with the Stream Index set to oxFF and all time fields set to 0. The PNC may use all requests and terminations to determin when OACT allocation is needed”

“The PNC shall with certain intervals announce its OACT policy by using the CTA status IE. DestId and SrcId shall be set to BcstId and StreamIndex shall be set to the OACT Stream Index”

“A DEV may ask the PNC for the current OACT policy by sending a probe with the Information Request field set to CTA Status IE and the Request Index set to 0xFF”

Change Table 51, CTA status request in probe shall be allowed for a DEV.

For clause 7.2.5:

add Stream Index 0xFF, Open Asynchronous Channel Time

Discussion:

There is a multitude of ways to handle bcst2bcst, but using a new scheme base on the currently reserved stream index 0xFF with Slotted Aloha as access method seems to have the least impact. We could also keep using stream index 0, but then we have to figure out a way to separate a normal async reservation from this new scheme. Maybe a new bit would work.

Piconet Announcements:

Problem:

The current piconet announcement scheme is a major pain to implement. It’s inefficient and will cause great latencies in getting to necessary information for address translation out to all DEVs. A much better scheme is to rotate association IE’s. It is done by putting one assocIE for a DEV in every beacon and keep rotating them. Any rotation scheme could be used, for instance more than one in every beacon. The current association and disassociation rules shall still be maintained, the only new thing is that the PNC keeps issuing assocIEs. The new scheme allows for very simple PNC implementations that rotates MCTA and association IE over n beacons where n is the current or maximum allowed number of members in the piconet.

Solution:

In 8.3.3

The PNC shall may broadcast the piconet information using the PNC Information command, 7.5.4.2, after a DEV becomes a member of the piconet.
“The PNC shall announce all members by sending one or more association IEs in the beacon. The association IE for every member shall be issued periodically throughout the DEV’s membership in the piconet. The period between two announcements shall not exceed mBroadcastDEVInfoDuration. The exact scheme of association IE rotation is implementation specific”

Scanning:

Problem 1:
While scanning a channel we want to have a reasonable probability of receiving a beacon. Scanning for only one max SF duration is to short.

Solution:

Redefine mMinChannelScan to 4 * mMaxSuperframeDuration in 8.15, Table 60.
Problem 2:

We have a channel rating list to select the best channel but no way to rate PNC’s. Due to distance variations one PNC (such as a child or neighbor) on a channel may be received “better” (as defined by Phy) than another PNC.

Solution:

In Table 6, page 31, PiconetDescription, add a new parameter SignalRating, Phy specific.

This will allow us to select a PNC based on RSSI, range or other phy specific qualifier.

Problem 3: <copied from Bill’s email>

Currently either a scan is an open scan with no specified PNID and BSID or else both BSID and PNID are specified.  There are many cases where a device may know the BSID but not the PNID, so scan would be much better if scan could be for either PNID or BSID or both. 

Solution: 

Replace the boolean "Open Scan" Parameter in the MLME-SCAN.request with a ScanForBSID bit and also a ScanForPNID bit.  

Multicast:

Problem:

The current multicast scheme is identical to broadcast and has therefore rendered a lot of criticism from the IP community.

Solution:

No complete solution, still working on this:

802.16 is not suitable, will look into HL2.

Basic requirements, absolute musts:

A DEV shall be able to join and leave a Mcst group.

A DEV shall be able to request CT directed to a Mcst group.

A CTA shall be possible to have a Mcst group as destination.

PNC shall announce Mcst groups.

A member of a Mcst group shall listen to the McstId in addition to its DEVID.

There shall be unique McstId for different groups.

A DEV shall be able to ask another DEV to join its Mcst group. The dest may decline.

Advanced requirements, maybe out of scope:

Using Mcst group as source for limited contention

Using “rotating ACK scheme”, e.g. asking for ACK from one DEV for a frame to a Mcst group. Different DEV’s “probed” at different times.

Security may be tied to a Mcst group (or maybe a subnet is better?).

Notes: in the current standard, both child piconets and DSPS is actually more like multicast than what we call multicast. It is possible we could build on these rather than defining a new scheme from scratch. Pros/cons?
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