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Introduction

This paper is intended to stimulate discussion regarding the role and responsibilities of the 802.15.3 MAC with respect to QoS.  Although the current draft of the standard leaves many QoS issues open, the MAC does provide a core set of services that are highly suitable for delivering QoS over a shared wireless medium for target applications.

The paper argues that the QoS features of the MAC can be further strengthened in the following areas:

· Modify stream management primitives to avoid parameter dependencies on MAC variables such as the Superframe duration

· Add stream management parameters to control CTA sharing between streams for better statistical multiplexing support

· Ensure that QoS related DEV capabilities are available to higher layers

· Restrict and standardize the QoS related behavior of the PNC

Key QoS related features that differentiate the 802.15.3 MAC from other solutions are:

· Low complexity contended and non-contended medium access mechanisms

· Centralized allocation of channel time with benefits of:

· Low complexity reservation protocol

· Scope for CTA adjustment on a superframe-by-superframe basis to optimize channel use

· Interference avoidance mechanisms based on dynamic channel selection and dynamic CTA positioning

· Per-stream traffic handling with the flexibility to match stream parameters to application requirements

· Support for resource sharing between streams, allowing for statistical multiplexing in order to exploit variations in source data rate and link throughput

· Receive quality reporting to a sending device, allowing for timely MAC parameter adaptation

When used in combination, the core MAC features can support streams with a diverse set of QoS requirements.  The flexibility provided by the MAC does however leave implementers with a bewildering set of options for supporting QoS.  While flexibility should certainly not be viewed as a deficiency in the 802.15.3 standard, ambiguity is a different issue, particularly when it leads to interoperability problems.  In the context of QoS, interoperability has a somewhat broader meaning than normal.  For example, interoperating devices may conform to a common signaling protocol but fail to deliver the required QoS because of conflicting management behavior (e.g. different PNCs use incompatible channel time allocation strategies).

Objectives

Any QoS related amendments to the MAC draft should ideally meet an agreed set of objectives.  For example:

· Tighten functional descriptions to improve interoperability for QoS

· Improve support for new PALs

· Clarify how multiple PALs will operate in a single piconet

· Clarify what the functional split is between the MAC and the higher layers

· Leave room for innovation to allow for product differentiation

· Aim for future-proof QoS features in the MAC – e.g. avoid putting application-specific knowledge in the MAC

Traffic Characteristics

802.15.3 devices will be required to support at least the following traffic classes:

Constant Bit Rate (CBR)

 Examples of CBR applications are:

· Telephony (PCM)

· Home theater loudspeaker cable replacement

CBR applications typically have the following QoS characteristics:

· Defined and predictable throughput requirement

· Short end-to-end delay requirement

· Hard delay limit

· Low tolerance to packet loss

· Session-oriented

· High tolerance to session initiation delay

· Low tolerance to session initiation blocking

· Low to medium tolerance to session failure

· No coder rate adaptation

CBR traffic could be mapped to a Pseudo Static CTA where the inter-CTA period is closely related to the required delay.  Depending on the delay requirement, there may be little tolerance to variations in the inter-CTA period and in frame overspill between CTAs.

To meet a typical CBR application’s QoS requirements, the following service guarantees must be met:

· The probability of a session initiation being blocked should be acceptably low.  This admission control decision will be based on application specific knowledge.

· Once allocated, channel time should remain available for the lifetime of the session. 

· The variation in inter-CTA periods should not vary beyond a defined limit.

Variable Bit Rate (VBR)

Examples of VBR applications are:

· Video streaming (e.g. using MPEG2)

· VoIP (with silence suppression)

VBR applications typically have the following QoS characteristics:

· Variable (unpredictable) throughput with defined limits (min, max and mean)

· Longer end-to-end delay requirement than typical CBR applications

· Hard delay limit

· Low tolerance to packet loss

· Session-oriented

· High tolerance to session initiation delay

· Low tolerance to session initiation blocking

· Low to medium tolerance to session failure

· Possible coder rate adaptation

VBR traffic could be mapped to a combination of Pseudo Static CTAs and other shared channel access periods (e.g. broadcast CTA or CAP).  The combination of a dedicated and shared channel time allocations allows for statistical multiplexing between VBR traffic flows.  The proportion of shared and dedicated allocations will depend on the variability of the source traffic.  Which traffic flows share common allocations will depend on the types application.  

As the delay requirement is longer than for typical CBR applications, there is a greater tolerance variation in inter-CTA periods and frame overspill between CTAs.

To meet a typical VBR application’s QoS requirements, the following service guarantees must be met:

· As with CBR, the probability of a session initiation being blocked should be acceptably low.

· Once allocated, dedicated channel time should remain available for the lifetime of the session.  The probability of shared channel time being available should be high enough to handle peak traffic demands.  Access to shared allocations should therefore be controlled in order to reduce the probability of congestion to an acceptable level.

Bulk Transfers

Example bulk transfer applications are:

· Digital camera image upload

· MP3 player download

· PDA synchronization

Bulk transfer applications have the following characteristics:

· Transaction oriented

· Throughput should be maximized for the duration of the transfer

· A user only perceives a delay in the completion of the transfer, not in individual packets

· Packet loss will impact transfer times due to MAC or transport layer retransmissions

Bulk transfer traffic could be mapped to a combination of the CAP and CTAs.  The more channel time that can be allocated, the quicker the transfer.  When a higher layer transport protocol such as TCP is used, CTA reversal may be used to maximize channel time usage.

To meet bulk transfer application’s QoS requirements, the following service guarantees must be met:

· MAC layer packet loss should be compatible with higher transport layer (if one exists)

· The transfer should complete within an acceptable time

Interactive

Example interface applications are:

· Remote device control

· Gaming

· Web browsing

Interactive applications typically have the following QoS characteristics:

· Transaction oriented

· Latency will be limited by user perceived delays in the completion of a transaction

· Request/confirm type transactions typical

· Users will be intolerant to large variations in transaction completion time

Interactive traffic flows should ideally be mapped to the CAP.

To meet interactive application’s QoS requirements, the following service guarantees must be met:

· MAC layer packet loss should be compatible with higher transport layer (if one exists)

· The number of devices contending for the CAP should be controlled in order to reduce the probability of delays caused by congestion to an acceptable level.

Issues

Application driven QoS functions 

It is clear from the above that some QoS functions require knowledge of application traffic characteristics.  The range of likely devices, applications and PALs will result in a large variation in the sophistication of these QoS functions across different deployments.  Application driven QoS functions are:

· Admission control – the decision to admit application traffic will be based a policy suitable for the mix of applications.  This may range from a simple first-come-first-served policy to a sophisticated scheme based on a detailed knowledge of application requirements.  In order to exploit statistical multiplexing between VBR traffic flows, an admission control decision may be based on an assumption that certain traffic flows share channel time allocations.  In order to control admission, knowledge of the cost of an application in terms of channel time will also be required (e.g. rate-set, fragment size, level of overhead for retransmission).  

· Overhead allocation – the amount of channel time overhead allocated to an application will be strongly influenced by application requirements.  Overhead time is necessary to deal with uncertainties in the source data rate and in instantaneous MAC throughput.  Application driven factors are:

· Application tolerance to packet loss

· Required operational range (e.g. static link between STB and TV or link to handheld device)

· Level of mobility

· Variance in source data rate

· Failure mode – sudden failure or slow painful service degradation 

In order to provide application independence, the MAC standard should not define a service interface that implies that any application specific functions are performed within the MAC.  By presenting MAC services in their most basic form (e.g. channel time rather than throughput), coupling between the MAC and higher layers is minimized, thus maintaining mutual independence between layers.

MAC functions

For the higher layers to perform their application specific QoS functions, the MAC must provide:

· Adequate control parameters to allow a PAL to define a per-stream operating space for the MAC.  An operating space defines the level freedom that the MAC has to adapt to changing channel conditions for a particular stream.  The operating space may be defined in terms of:

· Required channel time

· Required spacing between CTAs

· Tolerable variation in CTA spacing

· Stream mapping to shared CTAs for performing statistical multiplexing

· Rate-set for a stream

· ACK mode

· Retry limit

· MSDU lifetime

· Maximum fragment size

· In order to set a stream’s operating space, the MAC must provide a PAL with a set of static parameters such as:

· Rate-set supported by a destination DEV

· Maximum fragment size supported by a destination DEV

· ACK modes supported by a destination DEV

· Per-frame PHY overhead

· Per-frame MAC overheads

The current MAC draft supports most of the above with a few omissions.  An undesirable aspect of the current MLME SAP is that channel time requirements are expressed as a function of the current Superframe duration.  This creates an unnecessary coupling between the MAC and the higher layers.

PNC Role

The role of the PNC with respect to QoS is rather open in the current draft.  It is clear that the PNC controls channel access over a superframe.  The PNC does however have almost complete freedom to modify allocations in an undefined way.  In practice, this freedom is difficult to exploit for the following reasons:

· It cannot be assumed that the QoS control function for a particular PAL is co-located with the PNC

· A PAL may have a distributed QoS control architecture with no centralized QoS controller

· Because the role of PNC can move between DEVs, the quality of QoS control will potentially vary

· MAC channel time request commands carry insufficient information to allow the PNC to perform advanced QoS control without a backdoor interface

· No backdoor interface to the PNC is defined

Restricting the QoS behavior of the PNC may be key in strengthening the QoS aspects of 802.15.3 MAC.  By standardizing its behavior, higher layer QoS control can be performed based on reliable assumptions about PNC behavior.  Sensible restrictions may be:

· The PNC should operate autonomously and its behavior is independent of any particular PAL.  This allows the PNC function to move between DEVs, even when multiple PALs are operating in a single piconet.

· There should be no backdoor interface to the PNC.  The defined over-the-air interface is the only QoS related interface to the PNC.

· The PNC should implement a simple first-come-first-served allocation scheme.  This may be adequate for some applications.  If a more sophisticated admission control scheme is required, a higher layer protocol will control admission based on application specific knowledge.

· The PNC should be allowed to move channel time allocations in order to optimize channel time utilization.  The extent to which allocations are moved must however be restricted to defined limits.

Conclusions

Avoiding strong coupling between the MAC and higher protocol layers is necessary in order to achieve mutual independence between layers.  From a standards perspective, layer independence is highly desirable in the interests of scalability and interoperability.  The level of abstraction presented by the existing MLME SAP with respect to stream management would appear to be about right.  However there are omissions in the current MLME SAP interface that should be rectified in order to support higher layer QoS functions.

Offering a stream management interface with a higher level of abstraction will almost certainly pull application specific behavior below the MAC’s upper edge.  Expressing application requirements to the MAC in terms of throughput where statistical multiplexing is used is an example of this.  Statistical multiplexing time allocations between streams will be vital for dealing with uncertainties in source data rate and channel throughput.

Perhaps the biggest problem in the current draft is ambiguity over the PNC’s role in controlling QoS.  This paper argues that the perceived flexibility offered by giving the PNC freedom is actually a hindrance.  Tightening the PNC’s role will strengthen the MAC’s support for QoS.
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