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I. Introduction

        While ultrawideband signals have been applied in radar for a long time, their use in communications is relatively recent. One of the reasons for this was the absence of a permit by frequency-regulating authorities. However, in February 2002, the American FCC (Federal Communications Commission) allowed the use of UWB systems for communications in the 3.1-10.6 GHz band if certain restrictions with respect to bandwidth and spectral density are fulfilled. Additionally, IEEE 802.15 has formed a special group IEEE 802.15.4a, to investigate an alternative PHY for the current IEEE 802.15.4 standard.  The current paper outlines a suggestion for the standard that makes efficient use of the available resources within the framework of Ultra Wide Bandwidth  impulse radio communication system. 

The UWB requirements mandated by the FCC are the fulfillment of a spectral mask that allows emission with a power of at most –41.3dBm/MHz, and also mandates that the transmission bandwidth of at least 500MHz. In addition to that, IEEE 802.15 has mandated that a transmission with a data rate that is at least greater than the current 802.15.4 rate of 250kbps is achieved as well as an enhanced communication range over the current PHY. These higher data rate and longer range are necessary to distinguish the 802.15.4a standard from existing 802.15.4 standard. Furthermore, the alternate PHY must also be capable of delivering accurate range estimates between devices.  

In addition to those basic technical requirements, it is also desirable that the alternate PHY  transceivers are low-cost, have small energy consumption, and small size. Ideally, an alternate PHY transceiver would cost no more than a current IEEE802.15.4 transceiver. Such transceivers can be used for so-called Personal-Area Networks, replacing awkward wired connections, and would enable many embedded networking applications such as industrial/home monitoring and control, wireless sensor networking, and security applications.  

It must be stressed that neither the FCC nor IEEE has mandated the use of any particular technology. However, the requirements set forth by the 4a task group, particularly the need for ranging and low-cost implementations, have lead us to consider UWB Impulse radio (IR) for our proposal.  

The basic philosophy of our proposal is to give the system designers as much leeway as possible without sacrificing efficiency or increasing total complexity. Therefore, one of our key ideas is the use of a modulation format that allows both coherent and differentially-coherent detection, with optimum performance for each of the two possible detectors. Our design also allows the use of several performance-enhancing measures, without mandating their use. This gives the system designers the possibility to trade of complexity against performance. Such tradeoffs are vital in the space of sensor networks, where the widely different applications, and even the different types of nodes, have different requirements. 

The rest of the document is organized the following way: Sec. II presents a system overview that points out the most salient features of the proposal, especially the aspects that would be mandatory for an implementation, and gives qualitative arguments for their inclusion in the proposal. Section III then explains details about several enhancements of the basic ideas, and describes receiver structures that can be used in conjunction with the mandatory aspects. While those specific implementations give good performance, their implementation is not mandatory. Section IV briefly describes the compatibility of the proposed system with the current 15.4 MAC standard. Section V finally presents simulation results for the performance of our proposed system.





II. SYSTEM OVERVIEW

II.1 Basics of Time-hopping impulse radio  
The basic operating principle of our system is time-hopping impulse radio. This multiple-access scheme was first suggested in the open literature by Scholtz in 1993, for a more detailed description see [Win and Scholtz 2000]. In the following, we briefly describe this system, as it is used as a baseline for comparison with our own system proposal. 

In the Win/Scholtz system, a sequence of short pulses is transmitted for each symbol. The duration of the pulses determines essentially the bandwidth of the (spread) system. The delay of the pulse sequence (with respect to some arbitrary reference point) conveys the information of the symbol: smaller delay means that the information bit is +1, larger delay means –1 (or vice versa). In other words, the system uses pulse position modulation (PPM). We describe here binary PPM; for higher-order PPM see [Ramirez-Mireles 2001]. 

For the single-user case, it would be sufficient to transmit a single pulse per symbol. However, in order to achieve good multiple access (MA) properties, we have to transmit a whole sequence of pulses. Since the UWB transceivers are unsynchronized, so-called “catastrophic collisions” can occur, where pulses from several users arrive at the receiver almost simultaneously. If only a single pulse would represent one symbol, this would lead to an extremely bad Signal-to-interference ratio, and thus a high bit error probability BER. These catastrophic collisions are avoided by sending a whole sequence of pulses instead of a single pulse. The transmitted sequence is different for each user, according to a so-called time-hopping (TH) code. Thus, even if one pulse within a symbol collides with a signal component from another user, other pulses in the sequence will not. This achieves an interference suppression that is equal to the number of pulses N_pulse in the system. Figure 1 shows the operating principle of a generic TH-IR system. We see that the possible positions of the pulses within a symbol follow certain rules: the symbol duration is subdivided into N_pulse “frames” of equal length. Within each frame the pulse can occupy an almost arbitrary position (determined by the time-hopping code). Typically, the frame is subdivided into “chips”, whose length is equal to a pulse duration. The (digital) time-hopping code now determines which of the possible chip positions the pulse actually occupies. 
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Figure 1 Time-Hopping Example. Regular pulse train with T_f being the distance between pulses, i.e., one pulse per frame, exactly at the frame beginning (a); time-hopping sequence; dashed lines show to shift c_jT_c with respect to frame beginning (b);  signal with time hopping and PPM: dashed lines signify -1, dotted lines signify -1 (c)

The performance of such a Win/Scholtz TH-IR has been analyzed extensively in the literature. It is well-known that the performance of orthogonal signaling in AWGN channels [Proakis 1999] is  determined by the signal energy (per bit) divided by noise spectral density. The spreading operation does not influence the performance if both the spreading and despreading is done perfectly. The performance in different kinds of interference was analyzed by [Zhao et al. 2001]. 

For the restrictions imposed by the FCC and IEEE 802.15, the above-described system has several disadvantages: 

1. due to the use of PPM, the transmit spectrum shows spectral lines. This requires the reduction of the total emission power, in order to allow the fulfillment of the FCC mask within each 1MHz band, as required by the FCC.

2. for a full recovery of all considered multipath components, the system requires a Rake receiver with a large number of fingers. That is problematic from a cost perspective.
3. the use of an orthogonal modulation scheme (PPM) leads to a 3dB performance loss compared to the achievable optimum
.





4. 
5. 
6. 
7. 
II.2 System overview

To alleviate the problems mentioned above, we propose a modified system. The most important characteristics are the following:

1. A modulation format that enables flexible receiver design, in that the signal can be demodulated using either a coherent receiver, i.e. a RAKE, or a differentially coherent receiver, e.g., delay and correlate. 

2. The use of BPSK as modulation format gains 3dB SNR compared to PPM. 

The above two points are mandatory features. In addition, the proposal puts in the necessary “hooks” to allow several performance-enhancing measures, however, without requiring them to be implemented. The suggested implementation has the following properties 

3. The receivers are designed in such a way that all components operate at the symbol tact, which allows using slower, and thus much cheaper, components. 

4. Multi-level synchronization algorithm decreases the required length of the preamble for acquisition.

5. Similarly, the channel estimation procedure is accelerated by a multi-level approach that yields optimum Rake finger weights; the channel estimation yields the full-band channel information even though the A/D converters are all operating at symbol frequency.

6. To help with the elimination of spectral lines, we use a phase randomization of the transmit code, and a data scrambler, so that even a sequences of all zeroes does not lead to strong spectral lines.

7. A linear combination of basis pulses allows adapting the spectrum to the instantaneous interference situation. This helps both the compatibility with other systems, and the performance in interference environments, as the matched filtering at the receiver strongly mitigates interference where a lot of interference exists. 

8. The linear combination of basis pulses also helps to maximize the useful energy within the transmit band, while maintaining the compliance with the spectral mask.

9. The use of matched filter despreading for differentially coherent receivers significantly reduces the noise-noise crossterms inherent in differential detection.

10. The exploitation of the memory inherent in the proposed modulation format improves the performance by 3 dB. The MLSE required for this exploitation can be combined with the decoder for the forward error correction.

11. Performance can be improved by adapting the frame duration to the average channel state (delay spread).

12. The use of a rate ½ convolutional code is a good compromise between computational complexity for the decoding, and coding gain. However, other codes can be easily used.

13. A two step approach to estimating the range between devices that takes advantage of the large signal bandwidth, but requires a low sampling rate.


14. 
15. 
16. 
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20. 
II.3 Modulation Background and Motivation.
For our purposes we consider two classes of UWB impulse radio (IR) transmission techniques.   IR systems are either time-hopped (TH-IR), or transmitted-reference (TR-IR). Both systems use sequences of short pulses wtr(t) to represent one symbol. However, TH-IR is intended for coherent demodulation, while TR-IR is intended for differential demodulation. Therefore, TH-IR has high complexity but good performance, while TR-IR has a simple implementation, but poorer performance. Coherent demodulation of TR-IR is possible but results in a significant SNR penalty. For this reason, it was believed up to now that a prescription of the modulation format enforces at the same time a specific receiver structure, so that TH-IR and TR-IR are incompatible in the same network.  Our new modulation scheme, however, allows the coexistence of both techniques in the same network. 

In this section, we will discuss TH-IR and TR-IR separately, and describe the transmitter and receiver structures. This lays the groundwork for Sec. II.4, where we describe the new hybrid modulation format.

II.3.1 TH-IR for coherent modulation
The principle of TH-IR , as suggested by [Win and Scholtz 2000], was already described in Sec. II.1. Let us give here a more precise mathematical description. In a TH-IR system, each bit or symbol is represented by Nf pulses, where Nf  is a positive integer. The time taken to transmit the bit is Ts. This is called the symbol duration. The time Ts is partitioned into “frames” Tf , and the frames are partitioned into chips Tc corresponding typically to a pulse duration. If Nc represents the number of chips in a frame and Nf represents the number of frames in a symbol, then Ts, Tf, and Tc are related as follows
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Figure 2 shows the relationship the symbol time Ts, the frame time Tf , and the chip time Tc for pulses for an example TH-IR waveform using BPSK modulation for a ‘0’ bit, and a waveform for a ‘1’ bit. Typically, the pulses are spaced pseudo-randomly among the available chips in a frame according to a “time-hopping” code to minimize the effect of multi user interference.
While TH-IR was originally intended to use pulse position modulation, we will henceforth only consider binary phase shift keying (BPSK) as modulation format. The reason is that BPSK, being an antipodal modulation format, has a lower bit error probability for the same E_b/N_0, while the necessity to determine the phase of the transmit signal is no particular hardship in the context of our receiver structures (see below). With BPSK, each bit b is represented as either a positive or negative one b( {-1,1}. The transmitted signal thus has the form
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(2.2)

where cj represents the jth value of the TH code, in the range {0,1,…,Nc –1}. The values of c_j are ascribed in a pseudorandom way; and each piconet is assigned a specific TH code. An important property of the TH code is that the crosscorrelation of two different TH codes is low for arbitrary timeshifts between them.

bi is the ith modulation symbol. Additionally, an optional sequence denoted as di,j can be applied to each pulse in the transmitted signal so as to shape the spectrum of the transmitted signal and to reduce spectral lines. The sequence, di,j , is called a polarity scrambling sequence with values of either +1 or –1. Different amplitudes are possible to give further degrees of freedom in the shaping of the spectrum.

Figure 3 shows a conventional coherent TH-IR receiver. The receiver includes an automatic gain control (AGC) unit,  coupled to an amplifier that is connected to the receive antenna. The receiver also includes synchronization, timing control, channel estimation, and decoder units. A number of Rake receiver fingers collect the signals carried by different multipath components; their outputs are combined by an adder. Each rake finger includes a pulse sequence generator, correlator and weight combiner. Due to the density of the multipaths in UWB signals, the number of RAKE fingers required to obtain reasonable performance can be large. The output of the adder is equalized and decoded. The typical TH-IR receiver has a significant complexity.

[image: image5.wmf]Synchronization

Rake Receiver

Finger 

Np

AGC

Rake Receiver

Finger 2

Rake Receiver

Finger 1

Adder

Timing Control

Decoder

Channel Estimation


Figure 3 block diagram of a coherent TH-IR receiver
II.3.2 TR-IR systems
TR-IR systems eliminate the need for a RAKE receiver [Hoctor and Tomlinson 2002], [Wayne and Stark 2002]. In a TR-IR system, the information is encoded as phase differences of successive pulses (notice the difference to differential modulation, where the information is encoded in the phase difference between successive symbols). Thus, each symbol in a TR-IR system is a sequence of time-hopped ‘doublets’ or pairs of two consecutive pulses. Typically, the first pulse in the pair is referred to as a reference pulse, and is not modulated; the second pulse, which is modulated by the data, is referred to as a data pulse. The two pulses in each pair are separated by a fixed unit of time Td. Multiple pairs can be transmitted for one information bit, where now the pulse pairs are time-shifted by the time-hopping sequence. The transmitted waveform thus has the mathematical form
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where Tf, Tc, hi,j and Nf are the same as for the TH-IR case.

Figure 4 shows the relationship the symbol time Ts, the frame time Tf, and the chip time Tc  for pulses for an example TH-IR waveform for a ‘0’ bit, and waveform for a ‘1’ bit.
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Figure 4 timing diagram of TR-IR modulation
Figure 5 shows a conventional TR-IR receiver, which is significantly simpler than the TH-IR receiver of Figure 2. The receiver includes delay, multiplier, integrator, sampler and decision  units. The receiver essentially correlates the received signal with a delayed version itself. Obviously, the TR-IR receiver is less complex than the TH-IR receiver. However, the reduced complexity is at the cost of requiring twice the number of pulses, and the additional energy required for the reference pulses, nominally 3dB or more.
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Figure 5 block diagram of a differentially coherent TR-IR receiver
The main drawback of a TR scheme stems from a reduced signal-to-noise ratio (SNR). This reduction is partly due to “wasting” energy on the reference pulses that are not carrying any information. More importantly, the differential detection gives rise to excess noise related to the multiplication of noise contributions in the received reference pulses with the noise contributions in the received data pulses. Those cross-terms are especially troublesome in a UWB receiver: the input to the multiplication operator has a very low SNR, because those are the signals before the despreading operation. This results in large noise-noise terms that are integrated over a certain time interval [Choi and Stark 2002] and [Yang and Giannakis, 2004] suggested averaging the reference pulses over several pulse durations, in order to reduce the noise in the reference pulses, and thus also the cross-terms. The important paper of [Choi and Stark 2002] also gives a detailed derivation of the error probability for both the conventional TR receiver and the receiver that uses averaged reference pulses.

Theoretically, it is possible to demodulate a TR signal with a coherent receiver, by simply “throwing away” the reference pulses. However, that implies a 3dB penalty compared to a system that is designed for the use with coherent receivers. On the flip side, a signal that is designed for coherent receivers (i.e., without the reference pulses) can obviously not be demodulated with a differential receiver.
II.4 Proposed Hybrid Modulation
In order to enable cost, complexity and performance trade-offs within an 802.15.4a network. As we have seen above, the decision to use either TH-IR or TR-IR modulation leads to incompatible system structures. We therefore propose a new modulation structure that enables both TH-IR and TR-IR transceivers to co-exist in the same wireless network. 

Our idea is based on our observation that TR-IR systems encode an information bit as a phase difference between a reference pulse and a data pulse, but that the polarity of the reference pulse is inconsequential for the correct operation of the TR-IR system. Therefore, we encode redundant information on the reference pulses as well. Therefore, a coherent receiver can decode the information with improved performance, while the modulation maintains the required phase difference between data pulse and reference pulse, so that a TR-IR can also decode the information. We call this modulation ‘hybrid-IR’ (H-IR).

Figure 6 shows a H-IR transmitter according to our proposal. The transmitter includes a pre-processor for input bits. The pre-processor includes a delay and an adder. The adder sums each input bit with the previous bit of the input stream, the sum is then inverted.
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Figure 6 block diagram of a hybrid-IR transmitter
The pre-processing generates a pair of modulation symbols from two successive information bits. It should be noted that more than one pair of modulation bits can be used for each information bit. During each symbol period, the symbols are modulated using BPSK modulators. The reference pulses in the sequence are BPSK modulated according to the input bits, and data pulses are BSPK modulated according to the inverted sum. Both sequences undergo the time-hopping, the data pulses are delayed by T_d, and the sequences are added up.

The transmitted signal, s(t), can be expressed as
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. (2.4)
Figure 7 shows the relationship between symbols, bits and modulated waveforms. This example shows six bits that are to be modulated according to the above scheme; they are labeled b0 to b5.  Without loss of generality, we assume that the modulator starts in state ‘0’ ,i.e., the bit b-1 is ‘0’.   Additionally, for the purpose of compactness we consider a single doublet is used to encode each bit.  A generalization to the case where multiple pairs are used to transmit a symbol are straightforward.  In this case each pair is repeated a number of times, and a polarity scrambling code is used to improve the spectral characteristics of the waveform.

The bit sequence in the example is


{0, 1, 1, 0, 0, 1} ,

which correspond to reference symbols 


{-1, -1, +1, +1, -1, -1},

and data symbols


{+1, -1, +1, -1, +1, -1},

and a waveform with reference and data pulse pairs, where a “down” pulse encodes ‘-1’ and an ‘up’ pulse encodes ‘+1’.
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Figure 7 Example of hybrid-IR modulation
From Figure 7, we see that the waveform has the properties describe earlier.  Specifically, the phase difference between the reference pulse and the data pulse in each pair contains the information about the current bit being transmitted.  For each pair the phase difference is 180( when a ‘0’ bit is transmitted, and a 0( phase difference when a ‘1’ bit is transmitted. 

The modulation according to equation (4) shows that a phase difference between the reference pulse and data pulse is identical to a conventional TR-IR system. Table A shows the four possible combinations of a previous and a current bit, the corresponding values of the reference and data waveforms, and their phase differences or polarities.
                                                          Table A

	Previous bit
	Current bit
	Reference pulse modulation symbol 
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	Data pulse modulation symbol 
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	Phase difference between reference pulse and

modulated pulse

	0
	0
	-1
	1
	180o

	0
	1
	-1
	-1
	0(

	1
	0
	1
	-1
	180o

	1
	1
	1
	1
	0(


If the current bit is 0, then the phase difference between the reference pulse and the data pulse is always 180(, regardless of the value of the previous bit. If the current bit is 1, then the phase difference is 0(.

Additionally, the sequence of pairs also contains the information about the previous bit in the polarity of the reference pulse. Again, this is seen in Figure 7, where the reference pulse in each pair has a +/- polarity that indicates the value of the previously encoded bit. That is, a positive polarity if the previous bit was a ‘1’, and a negative polarity when the previous bit was a ‘0’. 

This waveform, therefore, enables the use of both coherent and differentially coherent receivers, as depicted in Figure 5 and Figure 3 respectively, in the same network. The choice of receiver can be based on considerations such as required performance, cost of implementation, or desired transmission distance.  

It should be clear that a TR-IR receiver can demodulate the signal. However, the signal can also be demodulated by a TH-IR receiver with improved performance (compared to the coherent reception of TR-IR signals). The gain in performance is based on the fact that information is encoded in both the reference pulses and the data pulses. Thus, the TH-IR receiver can use the energy in the reference pulses to make decisions on the values of the transmitted bits, see Table A.

Alternative interpretation and receiver structure

In the following, we give another interpretation of the modulation format, which also leads to a suggested receiver structure. Note, however, that this structure is not mandatory for the implementation of our proposal. 

 During each symbol period, a sequence of Nf /2 pairs is transmitted. The pair in each frame is described as a sequence of pulses, each with a polarity of the pulses depending on the current and previous bit that are transmitted. There are four possible combinations of pairs.
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The coefficient 
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as the basis functions. Then, we can express the four possible pairs as 
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(2.8)

We can also represent the signals as a vector
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Therefore, the transmitted signal can also be described as follows. During each symbol period, the transmitter and transmits a sequence of Nf /2 pairs. The four possible pairs are given by equation (2.8). The pairs are could optionally be scrambled with a polarity code in order to reduce spectral lines and shape the spectrum.

Under this interpretation of the hybrid modulation format, we see that it provides a modulation format with memory. Modulation formats that have memory can be represented by a trellis diagram. Additionally, the transmitted signal is now a two-dimensional signal because two basis signals 
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 are used to represent the pairs.

Figure 8 shows a diagram for a Viterbi decoder using a trellis. The trellis has two states, where a state 0  is a value of a previous 0 bit, and state 1 is a value of a previous 1 bit. Branches of the trellis indicate possible transitions. The branches are labeled with the value of current bit, and the vector representation of the transmitted pair. For example, if the current state is 0 and a ‘1’ bit is to be transmitted, then a transition to state 1 occurs, and pair s1 = [-1 –1] is transmitted.

Mathematically speaking, we pass the received signal through a receive filter matched to the following template signal for the Ith information bit: 
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(2.5)
Then, the output of the matched filter can be expressed as  
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Since the receiver uses the despread signal 
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instead of r(t), in the multiplication operation, the terms in the multiplication have a higher SNR, and the strong influence from the noise-noise terms can be decreased or almost eliminated. The SNR of the terms is increased by a factor Nf compared to the conventional transmitted reference scheme, where Nf is the number of monocycles per symbol.
It should be clear that a TR-IR receiver can demodulate the signal according to the invention. However, the signal can also be demodulated by a TH-IR receiver with improved performance (over the TR-IR receiver). The gain in performance is based on the fact that information is encoded in both the reference pulses and the data pulses. Thus, the TH-IR receiver can use the energy in the reference pulses to make decisions on the values of the transmitted bits, see Table A. During each symbol period, a sequence of Nf /2 pairs is transmitted. The pair in each frame is described as a sequence of pulses, each with a polarity of the pulses depending on the current and previous bit that are transmitted. There are four possible combinations of pairs.
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The coefficient 
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 in equations normalizes the transmitted symbol to unit energy, where Ep is the energy of the pulse, and Nf is the number of pulses in a symbol. Note that this set of four signals can be described with two orthogonal basis functions 
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as the basis functions. Then, we can express the four possible pairs as 
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We can also represent the signals as a vector
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Therefore, the transmitted signal can also be described as follows. During each symbol period, the transmitter and transmits a sequence of Nf /2 pairs. The four possible pairs are given by equation (8). The pairs are could optionally be scrambled with a polarity code inorder to reduce spectral lines and shape the spectrum.


Under this interpretation of the hybrid modulation format, we see that it provides a modulation format with memory. Modulation formats that have memory can be represented by a trellis diagram. Additionally, the transmitted signal is now a two-dimensional signal because two basis signals 
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 are used to represent the pairs.

Figure 8 shows a diagram for a Viterbi decoder using a trellis. The trellis has two states, where a state 0  is a value of a previous 0 bit, and state 1 is a value of a previous 1 bit. Branches of the trellis indicate possible transitions. The branches are labeled with the value of current bit, and the vector representation of the transmitted pair. For example, if the current state is 0 and a ‘1’ bit is to be transmitted, then a transition to state 1 occurs, and pair

s1 = [-1 –1] is transmitted.
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Figure 8 Trellis representation of the hybrid modulation
With this interpretation of the hybrid-IR modulation, we see that a coherent TH-IR receiver can be used to demodulate the signal. Figure 10 shows the TH-IR receiver according to our proposal. As before, we use a RAKE structure. However, now the RAKE fingers correlate the incoming signal with sequences of the two basis pulses, 
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. The output of each finger is now a 2-D vector. The outputs of the fingers are summed to produce a soft input observations  for a conventional maximum likelihood sequence detector (MLSD). The MLSD detector determines a most probable path through the trellis for a given sequence of observations. Methods that approximate the MSLD detector, such as Viterbi decoding can also be used [Proakis 1999]. 
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Figure 9 Coherent RAKE receiver for hybrid modulation
II.5 Proposed Two-step Ranging method
This decade will see a rise in sensor network applications and their widespread use. The diverse applications of sensor networks include home automation, industrial and environmental monitoring, asset management, security, surveillance and many others. Since network densities and network sizes are expected to be quite high and the nodes operating on battery power are required to last for years, low power and low cost technology is called for. Due to these requirements and its high time resolution, UWB impulse radio (IR) technology is a strong candidate for emerging short range and low rate communication networks.

This section focuses on a time of arrival (ToA) based range estimation technique. A method with two-step estimation using low-rate sampling is introduced. We also present a two-way ranging protocol for accurate ranging for unsynchronized networks to deal with a clock drift between terminals. 

II.5.1 SIGNAL MODEL

The received signal from an IR-UWB system over a multipath channel can be expressed as 
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(2.5.1)

where L is the number of multipath components, 
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and 
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are, respectively, the fading coefficient and the delay of the lth  path, n(t) is white Gaussian noise with zero mean and double-sided power spectral density N0/2, and s(t) is given by
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(2.5.2)

with w(t) denoting the received UWB pulse, E a constant that scales the transmitted pulse energy, 
[image: image43.wmf]f

T

the frame time, and 
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the number of pulses representing one information symbol. For binary pulse amplitude modulation (PAM), 
[image: image45.wmf]ë

û

}

1

,

1

{

/

-

+

Î

f

N

j

b

 and 
[image: image46.wmf]ë

û

j

a

f

N

j

"

=

,

0

/

and for M-ary pulse position modulation (PPM), 
[image: image47.wmf]ë

û

j

b

f

N

j

"

=

,

1

/

 and 
[image: image48.wmf]ë

û

}

1

,....,

1

,

0

{

/

-

Î

M

a

f

N

j

 with Δ denoting the modulation index. In order to smooth the power spectrum of the transmitted signal and allow the channel to be shared by many nodes without causing catastrophic collisions, a time-hopping (TH) sequence 
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 is assigned to each node, where Nc is the number of chips in a frame, that is, Nc = Tf/Tc. Additionally, random polarity codes, the 
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(2.5.2), can be employed, which are binary random variables taking ±1 with equal probability, and are known to the receiver. Use of random polarity codes helps reduce the spectral lines in the power spectral density of the transmitted signal and mitigate the effects of multiple-access interference (MAI)
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Figure 10A typical PAM TH-IR ranging symbol with pulse-based polarity randomization where Nf  = 6, Nc = 4 and the TH sequence is {2, 1, 2, 3, 1, 0}. Assuming that +1 is currently being transmitted, the polarity codes for the pulses are {+1, +1,-1, +1,-1, +1}
One of the most challenging issues in UWB TOA estimation is to obtain a reliable estimate in a reasonable time period under the constraint of a sampling rate. In order to have a low power and low complexity receiver, one should assume symbol rate sampling at the output of the correlators. However, when symbol rate samples are employed, the TOA estimation can take a very long time. Therefore, a two-step TOA estimation algorithm is proposed in, which can perform TOA estimation from symbol-rate samples in reasonable time. 

In order to speed up the estimation process, the first step provides a rough estimate of ToA of the received signal based on RSS. Then, in the second step, the arrival time of the first signal path is estimated by employing a change detection approach.

Assume the channel is band-limited to 
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considering a tapped delay line version of the channel, where 
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is the channel coefficient for the lth path, 
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where the UWB pulse w(t) is a monocycle with width Tc. We also set Tf such that the signal arrives within a frame, that is 
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where 
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 are the integers that determine, respectively, in which block and chip the first signal path arrives. 

The two-step algorithm first estimates the block in which the first signal path exists; and then it estimates the chip position in which the first path resides. In other words, the algorithm can be summarized as follows:

- Estimate 
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from RSS measurements

- Estimate 
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from low-rate correlation outputs using a change detection approach.

II.5.2. The HYBRID RANGING SCHEME


II.5.2.1 FIRST-STEP: Energy Detection

In the first step, the aim is to detect the coarse arrival time of the signal in the ranging frame interval. It is important to note that ranging frame intervals are longer than the frames used in communication. Each ranging frame is split into virtual time blocks, and each time block consists of pulse-wide chips. A single pulse is transmitted in each frame. The location of a pulse at chip resolution within a frame is determined by a time hopping sequence known to both the transmitter and the receiver. Assume, without loss of generality, that the ranging frame time 
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different frames of the incoming signal is combined for each block. Hence, the decision variables are expressed as
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for 
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The term
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 identifies the correct block for acquisition. It is the block with the highest energy. Ultimately, the block decision for ranging is made as follows:
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By proper selection of the coefficients
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, the likelihood of correct block detection can be maximized. Typical suggested values according to our simulation results based on IEEE 802.15.4a channel models are
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specifies a lower threshold based on the minimum energy block. In other words, the energy level in a highly likely noise dominant block is provided as a feedback to the block decision mechanism. Figure 11 illustrates the block detection mechanism in our proposal. 
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Figure 11illustration of the block detection mechanism in the first-step of the ranging scheme, where T​f  is pulse repetition interval or the ranging pulse frame, Tb block duration, Nb the number of blocks within a Tf , N1 is the number of frames which is typically several times longer than the length of  the TH sequence to average out noise, and finally 
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II.5.2.2 SECOND-STEP: Chip Level ToA Estimation from Low-Rate Correlation Outputs
After determining the coarse estimation time in the first-step, the second-step tries to estimate kc in (2.5.5). Ideally, 
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. In some cases the first signal path can reside in one of the blocks prior to the strongest one due to multipath effects. Therefore, several chips prior to the start of the detected block can be added into the uncertainty interval for chip searching. We denote this extra number of chips as winshift. In order to estimate the ToA with chip level resolution, we consider correlations of the received signal with shifted versions of the template signal. For delay 
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where 
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is the number of frames over which the correlation output is obtained, and 
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From the correlation outputs for different delays, the aim is to determine the chip position, in which the first signal path has arrived. By appropriate choice of the block interval Tb and the number of chips winshift for backwards search, and considering the large number of multipath components in a typical UWB environment, we can assume that the block starts with a number of chips with noise-only components and the remaining ones with signal plus noise components. Assuming that the statistics of the signal paths do not change significantly within the uncertainty region U, we can establish a hypothesis testing problem for level detection as follows.
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for 
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where 
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II.5.2.3 Two-Way Ranging Protocol

In order to estimate the ToA of a signal from one node to another, the two nodes must have a common reference clock. In the absence of such a timing reference, two-way ranging protocols can be employed to determine the round-trip time. 

Assume each node switches between transmission and reception modes every T seconds. Let t1 and t2 denote the local clocks of node 1 and node 2, respectively. As shown in Figure 13, at t1 = 0, node 1 starts transmitting signals to node 2, which sets its clock to t2 = 0 at the coarse estimation of the signal arrival time. However, this estimation is different from the true arrival time by toff2. Then after T seconds, node-2 starts transmitting signals to node-1. At t1 = 2tprop +toff2 +T, the signal arrives at node 1. However, the coarse estimation of the arrival time causes node-1 to detect the incoming signal with a difference of toff1 from the true arrival time. By the second step of the ToA estimation algorithm, node-1 can estimate toff1. However, it also needs toff2 in order to be able to calculate the propagation time as 
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. For that reason, as stated in [LEE] node-2 later sends node-1 a few bits to inform node-1 about toff2. Then, the range can be estimated as d = tprop *c where c is the speed of light. Note that this protocol considers a two-step ToA estimation algorithm at each node. As a modification to the approach in [LEE], we propose that node-2 replies to node-1 after 
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information will be avoided. On the other hand, a second transmission by node-2 after an expected time interval will help node-1 to figure out clock drift between node-2 and itself. 
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Figure 12 Illustration of proposed two-way ranging protocol
III. PHY-LAYER DETAILS

In this section, we explain key ideas that – while not mandatory - make our proposal more efficient and more suitable for low-cost implementation. Throughout this section, we use the following data model (repeated from Sec. II for the convenience of the reader): the transmitted signal can be represented by the following model
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where wtr is the transmitted unit-energy pulse, Tf is the average pulse repetition time, Nf is the number of pulses representing one information symbol, and b is the information symbol transmitted, i.e., 
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1. wseq is the pulse sequence transmitted to represent one symbol.

In order to allow the channel to be exploited by many users and avoid catastrophic collisions, a pseudo-random sequence {cj} is assigned to each user. This sequence is called the time hopping (TH) sequence. The TH sequence provides an additional time shift of cjTc seconds to the jth pulse of the signal, where Tc is sometimes called the chip interval. To prevent pulses from overlapping, the chip interval is selected to satisfy Tc ≤ Tf /Nc. 

We also allow a “polarity scrambling”, where each pulse is multiplied by dj, which take values 
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1 (typically with a probability of ½, but this is not necessary). We assume here that the duration of the polarity scrambling sequence is the symbol duration, so that the elements of the scrambling sequence become independent of the bit index i. This systems can be regarded as an random – code division multiple access radio signal (RCDMA) system with Tf  = Tc. In this case, Nf  represents the processing gain.

For the acquisition and channel estimation phase, there is no coding, so that 
[image: image123.wmf]j

b

k

N

N

j

c

f

"

=

1

/

. In this case, the received signal over a flat fading channel in a single user system can be expressed as
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where wrec(t) is the received UWB pulse, and n(t) is white Gaussian noise with unit power spectral density. This model approximately represents the line-of-sight (LOS) case, with a strong first component.

In the NLOS case, the received signal in this case is expressed as:
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where 
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 is the amplitude coefficient and 
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 is the delay of the lth multipath component.






















III.1 ACQUISITION

Before any data demodulation can be done on the received UWB signal, the template signal and the received signal must be aligned. The aim of acquisition is to determine the relative delay of the received signal with respect to the template signal. The conventional technique to achieve this is the serial search algorithm. In this scheme, the received signal is correlated with a template signal and the output is compared to a threshold. If the output is lower than the threshold, the template signal is shifted by some amount, which usually corresponds to the resolvable path interval and the correlation with the received signal is obtained again. By this way, the search continues until an output exceeds the threshold. If the output of the correlation comes from a case where signal paths and the template signal are aligned, it is called a signal cell output. Otherwise, it is called a non-signal cell output. A false alarm occurs when a non-signal cell output exceeds the threshold. In this case, time tp elapses until the search recovers again. This time is called penalty time for false alarm.

Due to the high time resolution of UWB signals, serially searching all delay locations may take a long time. Therefore, some quick algorithms are needed. By this way, the time allocated for acquisition phase might be reduced.

The first step of the ranging scheme can be used for signal acquisition with block level resolution. The difference from ranging will be in selecting a block. For block level acquisition, the estimate 
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. The second step of the ranging scheme can provide chip level alignment. The estimate of the chip location can be obtained by simply tracking the highest correlator output, that is
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.  Further details are available in II.5.2.1 FIRST-STEP: Energy Detection and II.5.2.2 SECOND-STEP: Chip Level ToA Estimation from Low-Rate Correlation Outputs



















































III.2 Channel estimation 
If the receiver is a coherent receiver (Rake receiver), the next step (after acquisition) is the determination of the channel impulse response.  For the determination of the Rake finger weights and delays, the (at least partial) knowledge of the channel impulse response is required.  We assume in the following the general case that the number of Rake fingers is smaller than the number of multipath components (the results for the case where we have a number of fingers equal to the number of multipath components follow trivially).

The matched filter in RAKE receiver in UWB system is implemented using analog circuits since it operates at a high speed (see Sec. III.3). The output of the matched filter is sampled at symbol rate (
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). Therefore, during each symbol period, we can only observe L outputs, each for one of L fingers. On the other hand, we need to estimate channel coefficients every Tc  seconds; thus we need to obtain Nf  uniform samples during each symbol period. 

The basic principle of our channel estimator is similar to the approach proposed by D. Cox in [Cox 1972], we repeatedly send the same training sequence (with guard interval). Each training sequence consists of one training symbol with 500 ns duration (3000 chips if one chip is the inverse of the 7.5 GHz maximum bandwidth), plus 320ns guard time (the guard interval needs to be larger than the delay span of UWB channels to prevent interference between adjacent training symbols). The rate at which the training symbols have to be sampled is then 1/0.82 microseconds, i.e., the sampling rate for the standard receiver (remember that the uncoded bit rate in the standard mode is 1.22 Mbit/s). 

The training symbol consists of a sequence of pulses that has good autocorrelation properties, namely that the ACF of wtrseq approximates a delta function. The receiver obtains the channel impulse response at a specific delay (i by correlating the received signal with wtrseq((-(i). Also note that the training sequence should have a simple waveform (one pulse per frame) and should be unmodulated. 
Let the training sequence be 
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and the channel output is 
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where 
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 is the channel’s impulse response and 
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 is the additive white Gaussian noise.

If the above principle is applied in a straightforward way, the estimation symbol would have to be repeated (med *B, where (med is the maximum excess delay of the channel, and B is the system bandwidth. Since the maximum excess delay can be up to 200 ns, and the system bandwidth up to 7.5 GHz, the required duration of the training sequence can become very large (up to 1500 symbols). A trick can be used to reduce that duration:

Multiple correlators can be used at the receiver. Note that each Rake finger contains one correlator that can be sampled once per symbol duration. Thus, since the correlators are already in the receiver, we can also use them for the purpose of channel estimation. To obtain higher rate and uniform samples, 
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-th finger just needs to be offset by l chips from the first correlator, and the m-th training sequence in the l-th finger is sampled at mL+l chips delay. 

If the number of available Rake fingers is large (>20), the number of required repetitions of the training sequence becomes sufficiently small. However, if this is not the case, the duration of the training sequence would be excessive. In this case, the duration can be shortened by an additional trick.

Due to these techniques, the required duration of the training sequence can be kept below 100 microseconds for all cases of interest. Therefore the training sequence suggested for our proposal has a duration of 200 microseconds: this allows an improvement of the SNR during the estimation, while still keeping the duration of the training sequence to a small percentage of the total packet duration.

































































III.3 Rake reception

III. 3.1 Introduction

Due to the ultra wide bandwidth, UWB systems have a very fine temporal resolution, and are thus capable of resolving multi-path components that are spaced at an inverse of the bandwidth. This is usually seen as a big advantage of UWB. Multi-path resolution of components reduces signal  fading because the multi-path components are different diversity paths. The probability that the components are simultaneously all in a deep fade is very low. However, the fine time resolution also means that many of the multi-path components (MPC) have to be “collected” by the rake receiver in order obtain all of the available energy. A channel with Np resolvable components requires Np fingers to collect all of the available energy. In a dense multi-path environment, the number of MPC increases linearly with the bandwidth. In typical environments such as specified by the IEEE 802.15.4a standard channel model, requires up to several hundred fingers to collect 50% of the available energy.

Another problem is the complexity of the Rake fingers. In the conventional Rake finger of a direct-sequence-spread spectrum (DS-SS) system, the output of the correlator is determined once per symbol. In order to do the correlation, the signal first has to be sampled and analog-to-digital (A/D) converted at the chip rate. Then, those samples have to be processed. This involves convolution with the stored reference waveform, addition, and readout. Sampling and A/D converting at the chip rate, e.g., 10GHz,  requires expensive components.

We propose the use of a new Rake finger structure that is especially suitable for TH-IR. Accordingly, each finger includes a programmable pulse generator, controlled by a pulse sequence controller. The signal from the pulse generator is multiplied with the received signal. The output of the multiplier is then sent through a low-pass filter, which generates an output proportional to a time integral of an input to the filter. The difference to standard Rake fingers is an implementation in analogue, while the adjustable delay blocks have been eliminated.
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The outputs of the low-pass filters are then sampled an A/D converted. Maximal ratio (MR) rake combining is a traditional approach to determine the weights of the rake combiner. For the MR rake combiner,
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(3.8)
Minimum mean-square-error (MMSE) rake combining can improve the performance of the rake receiver. For the MMSE rake combiner, the weights are determined by minimizing
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The performance of the Rake receiver can be further improved if adaptive timing is used with the MMSE rake combiner. That is, to find optimum time offset  
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III.4 Improved differential receiver

As mentioned above, a main performance degradation of the TR receiver is due to the noise-noise cross-terms created by the multiplication process in a conventional TR receiver. As the input SNR of a spread spectrum UWB receiver is low, the noise-noise cross-terms are non-negligible – in contrast to conventional differential detection [Proakis 1999]. As part of our proposal we are also proposing a modified differential receiver that alleviates the noise-noise cross terms and improves bit error rate performance over the conventional differential receiver .  The key idea of our new receiver is to perform a despreading before the multiplication operation. Thus, the SNR of the inputs to the multiplier is higher, and the relative impact of the noise-noise cross-terms is lower.

 REF _Ref92529315 \h 
 \* MERGEFORMAT  Figure 13 shows a block diagram of the receiver. The receiver contains a filter matched to the reference signal. It is critical that this filter is matched to the whole pulse sequence representing one symbol, and not just the basis pulse within a frame. Subsequent processing is similar to the conventional TR receiver: the output of the filter matched to the reference signal is delayed by Td  and multiplied with itself. Then, the resulting signal is integrated over Tint . The output of the integrator is the decision variable, the sign of which determines the bit estimate. The hybrid detector scheme is similar to the synchronization scheme proposed in [Tufvesson 2000] for preamble-based synchronization in OFDM systems and shares many of its advantages.
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Figure 13 Block diagram of improved differential reciever
Mathematically speaking, we pass the received signal through a receive filter matched to the following template signal for the Ith information bit:
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(3.9)

Then, the output of the matched filter can be expressed as  
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Since the receiver uses the despread signal 
[image: image196.wmf])

(

~

t

r

instead of r(t), in the multiplication operation, the terms in the multiplication have a higher SNR, and the strong influence from the noise-noise terms can be decreased or almost eliminated. The SNR of the terms is increased by a factor Nf compared to the conventional transmitted reference scheme, where Nf is the number of monocycles per symbol. 

III.5 Polarity scrambling

Our proposed scheme uses BPSK as modulation format. It is well known that with this format, the spectrum of the signal is identical to the spectrum of the underlying “basis pulse” and (in contrast to PPM) does not contain spectral lines. However, since we have a time-hopping system, the “basis pulse” actually consists of a signal that contains many pulses (the duration of the time-hopping sequence). 

However, the use of pure TH-PAM shows other problems with the spectral design:

1. in order to really be free of the spectral lines, the transmit signal must be zero-mean. The data whitener used in our proposal makes sure that this happens.

2. the spectrum of the transmit signal is determined by the spectrum of the basis pulse, multiplied with the spectrum of the basis pulse. This complicates the design of the spectrum. The ideal case would be to find TH sequences whose spectrum is flat, so that the we can design the basis pulse to fit the spectral mask as closely as possible. We need to identify a large number of suitable TH sequences (in order to accommodate multiple users). Allowing for phase shifts of the pulses gives more degrees of freedom, and thus allows to find more TH sequences that approximately fulfill the design criteria. 

For these reasons, we use a polarity randomization, as described mathematically at the beginning of Sec. III. 

If the phase randomization sequence were longer than a symbol duration, then the transmit spectrum would be identical to the pulse spectrum. This is an attractive property, but leads to a slightly more difficult implementation of the receiver. For this reason, the simulations presented in Sec. V use short (i.e., symbol duration) scrambling sequences.

We also have to bear in mind that we need to generate a multitude of sequences that all should have the desired spectral properties, as well as approximate orthogonality with respect to each other for arbitrary time shifts of the sequences. This is a complex optimization problem, and can best be solved by an exhaustive search. 




3. 
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III.6 Spectral shaping

III.6.1 Introduction

One of the key problems of “conventional” TH-IR radio is that it is difficult to influence its spectrum without the use of RF components. Spectral notches, e.g., are typically realized by means of bandblock filters. However, this is undesirable for extremely low cost applications. We have thus devised a new scheme that uses delaying and weighting of pulses to influence the transmit spectrum, as well as allow suppression of narrowband interferers at the receiver. 

As shown in the figure above, our invention uses a linear combination of a set of basis pulses for shaping of a spectrum a transmitted impulse radio signal, s(t). Prior to the combining, a set of optimized filter and delay lines, hl(t), l = 1, …, L, is applied to the pulses to weight and delay the generated basis pulses to conform to a predetermine spectral mask. The combination of the filtered pulses can be achieved by a combination of analogue delay lines and a summer, or, preferably, by timing programmable pulse generators combined with a summer. In the latter case, we avoid cumbersome adjustable delay lines, and instead just need to adjust the timing of the pulses. 

An important part of our method is the determination of the pulse weights and delays. When it comes to the suppression of IEEE 802.11 interference, the optimum weights can be computed a priori, and stored in the transceivers; in that case, the computation time determining the optimum weights and delays is not relevant, and exhaustive search can be used. However, in order to adjust to different interference environments, a capability to optimize the weights dynamically is desirable. The criteria for the optimization can thus stem from the FCC spectral mask (fixed), from the necessity to avoid interference to other users, which can be pre-defined or time-varying, or following an instantaneous or averaged determination of the emissions of users in the current environment, or other criteria. In any case, these criteria are mapped onto an “instantaneous’ spectral mask that has to be satisfied by the pulse.

A high-level description of the problem is given as follows. Assume there is a set of candidates of basis functions C. For example, the basis functions correspond to differentiations of a Gaussian pulse of various orders. In addition, the basis functions can be orthogonalized, e.g., by a sequential Gram-Schmidt procedure, to ease the subsequent optimization. 

Let 
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denote a set of typical masks available for training purpose. Denote one particular set of chosen bases as p(t). The particular set is obtained by stacking the selected basis functions into a column vector. 

We define a function  f (p (t), S ) to evaluate the fulfillment of the two considerations. For example, the function is a weighted combination of two parts: the first part models the cost of generating the pulse, and the second part models an approximation error or some other efficiency metric. This function can be expressed as formulation:
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(3.10)
where α and β are predetermined constants.

This formulation is a combinatorial optimization problem. Because the subsequent description of optimal choices of pulse locations also leads to formulations of similar form, we defer the discussion of techniques to solving this problem until later. 

In comparison, the problem of optimal pulse locations are meant mainly for on-line applications, the choices of bases are usually much less, the implementation cost is fixed, and there is only one target mask, instead of a set of training pulses.













III.6.2 Problem formulation

We denote the individual basic pulses by 
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. The set of shaping filter is FIR, with the impulse response being the sum of δ-functions placed at different delays, τ, and weighted or scaled, s, differently. That is, 
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(3.11)
We use the following notations:
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(3.12)
The elements of 
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constitute a pool of bases in the signal space. Then, the single user spectrum shaping problem can now be formulated as follows:
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(3.13),

where M(Ω) is an upper-bound on the squared magnitude response regulated by FCC.

This is equivalent to a min-max formulation:
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(3.14)
In addition, structural constraints can be put on the parameter vector s due to implementation concerns. For example, the number of non-zero elements in certain sub-vectors of the parameter vector s can be constrained.

In certain scenarios, 
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can be replaced by the maximum of the signal energy within a certain frequency range, e.g., the “in-band” proportions of energy are maximized. This only changes the definition of the matrix R.

In certain scenarios, the constraints 
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 are extended to include integral spectrum constraints, e.g., for “out-of-band” signals, which produces interferes to other devices. These constraints are not as strict as the fixed envelop definition of the FCC mask.























III.6.3 Approximate solution for pulse weights for initialization

The min-max formulation as described above, or a robust ∞-norm minimization is known to be a difficult problem. Several existing game-theoretic techniques rely on the existence of saddle points, which unfortunately are not satisfied in this case. 

Therefore, we minimize with an approximate 2-norm formulation instead. In other words, we replace the maximum over all frequency by the minimum of a weighted integral formulation, i.e.,
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We also note that:
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Provided that there is no structural constraint on s, the quadratic approximation leads to:
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for which the solution is an eigenvector corresponding to the smallest eigenvalue λ of the matrix 
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. When there are structural constraints on s and the non-zero positions have been fixed, e.g., as one elementary step in a combinatorial optimization procedure, the problem bears a similar form except that W and R are now replaced by their corresponding principal sub-matrices. 

An optimization of the pulses can be achieved with various iterative techniques, e.g., iterative greedy addition, iterative greedy removal, and branch-and-bound. Details about those techniques can be found in [Wu et al. 2003]. In the following, we will describe optimization by neural networks. 












III.6.4 Non-linear Optimization with Neural Networks

We initialize our solution with the above quadratic approximation, and further exploit non-linear optimization techniques to gradually refine the solutions. The description in this section refer to the original min-max formulation described above.

A back-propagated (BP) multi-layer perceptron (MLP) possesses adaptive learning abilities to estimate sampled functions, represent these samples, encode structural knowledge, and inference inputs to outputs via association. Its main strength lies in its substantially large number of hidden units, and thus, a large number of interconnections. The MLP neural networks enhance the ability to learn and generalize from training data. 

We describe the MLP optimization for the special case L = 1. Optimization of the scaling coefficients, with fixed positions in the general case L > 1, follows similarly. Because L = 1, all quantities that depends on L are simplified to shortened notations with the dependence removed. 

In addition, we re-parameterize the problem so that s1, …, sk  represent the scaling or weighting coefficients at the pulse locations (delays) 
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. The optimization over pulse positions for L = 1 can be treated by MLP, for L > 1. We refer again to the three combinatorial optimization approaches discussed earlier.

(1) In order to put the current problem into the general framework of MLP, we uniformly quantize the frequency range to arrive at
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(2) Then, we replace the max-function with a differentiable soft-max. Given a function 
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With these two simplifications, the problem becomes 
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with 
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While it is theoretically possible to simultaneously adjust both the positions or delays  τ and the weighting or scaling coefficients  s , practically we prefer to decouple their tuning by adopting a conditional maximization approach, i.e., optimizing one with the other fixed. In addition, this decoupling may be justified by the different nature of the two parameter sets. In preferred embodiment, with the allowed positions quantized, the slight change 
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 is always normalized to “hop” to the nearest valid quantization point on the multi-dimensional grid.

Typically, numerical non-linear optimizations can only be assured to arrive at a local optima rather than a global one. Simulated annealing can be used to avoid local optima. One approach to escape from possible local minima is to begin the optimization with several randomly distributed initial solutions, and select the best solution among the different trial paths.

We note that this is only one possible neural network, which again is just one of the methods for implementing non-linear optimization.
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III.7 Adaptive frame duration

One important parameter of an impulse radio system is the number of pulses representing one symbol, Nf. This parameter influences the peak-to-average ratio of the signal, the number of admissible SOPs, and the interframe interference. Note that also the maximum delay Td between the reference pulse and the data pulse is determined by the frame duration. 

In some respects, it is best to keep the frame duration as short as possible (e.g., in order to decrease the peak-to-average ratio). However, in delay dispersive channels, interframe and interpulse (reference-pulse-to-data-pulse) interference impose a minimum requirement to the frame duration. For this reason, we propose that the frame duration is chosen by the system adaptively, depending on the interference situation and the channel state. Similarly, also the duration between reference pulse and data pulse (for the case of a TR-IR system) should be adapted to the channel state.

Since it is not practical to adjust the frame duration anew for each packet, the frame duration should be based solely on average channel state information. The receiver should thus feed back an estimate of the power delay profile or the rms delay spread to the transmitter, as well as an estimate of the signal-to-interference ratio (note that also a differential receiver can obtain an estimate of the power delay profile, varying the integration time of the multiplier output). Based on this average channel information, the transmitter then computes the optimum frame duration, and selects the frame duration according to this. During the next beacon, it announces the frame duration to all members of the piconet, and then uses this duration until the next beacon. 

This optimization method is not used in the simulation results of Sec. V.


IV. MAC-LAYER CHANGE REQUIREMENTS

    The proposed system includes a new information that should be contained in the beacon of 802.15.4 coordinators. The information includes the number of pulses used for spectrum and the FIR weights applied to each pulse.  Additionally, to support adaptive frame duration and variable delays between reference and data pulses the length of a frame and delay duration will need to be included in the broadcast beacon. 


V. EVALUATION OF PERFORMANCE CRITERIA

This section presents the evaluation of the performance according to the selection criteria document of IEEE 802.15.4a. Simulation results were obtained using the MATLAB programming language.


























V.2 Link budget

	Parameter
	Value (TR-IR Receiver)
	Value (TH-IR Receiver)

	Throughput (Rb)
	608 Kb/s
	608 Kb/s

	Average Tx power (
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	29.54 dB at d=30 meters
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	Rx antenna gain (
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	Average noise power per bit (
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	Rx Noise Figure Referred to the Antenna Terminal (
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	Minimum Eb/N0 (S)
	12 dB
	6 dB

	Implementation Loss2 (I)
	3 dB
	3 dB

	Link Margin (
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	12.8 dB
	18.8 dB

	Proposed Min. Rx Sensitivity Level3
	-94.2 dBm
	- 100.2 dBm


VI.3 System Performance

According to the selection criteria document, system performance refers to the ability of the system to successfully acquire and demodulate data packets at the required data rates and bit and packet error rates, both in the free space AWGN channel and in the multipath channels specified by the channel model document.  For the purposes of simulation the following system parameters were used
V.4 Modulation

The modulation format is the hybrid impulse radio modulation described in section II.4.  The results presented in this section used a total of 20 pulses per modulation symbol, or equivalently 10 doublets per symbol.  The chip duration, Tc, was set at 0.5 nsec, the number of chips per frame ,Nc, 42 and the number of frames per symbol, Nf, was 20.  The spacing, Td, between reference and data pulses was 20 nsec.  
The pulse shapes used in the system are a linear combination of gaussian derivative basis pulses (III.4 Spectral shaping) so that the spectral mask allowed by the FCC is used efficiently and to avoid emitting energy in the IEEE 802.11a bands.  Details on the basis pulses and their combinations follows.
V.4.1 Basis pulses

The transmission of a data symbol is done by means of sequences of pulses whose phases are modulated. The basic pulse in such a sequence is itself a linear combination of delayed, attenuated pulses:
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where g(t) is the 5th derivative of the Gaussian function
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where 
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 is chosen to meet the spectral mask requirement of FCC, which is,
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This choice makes sure that even if just a single basis pulse is transmitted, the FCC mask is fulfilled. The maximum number of Ng is 4, but an implementor might choose a lower number. The maximum admissible delay within the pulsegroup is 
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This choice makes sure that the effective width of the transmitted pulse stays small.

The linear combination of the Gaussian pulses into a basis pulse is done in order to additionally shape the spectrum, in order to optimally exploit the available power, as well as to suppress certain parts of the spectrum (both for compatibility reasons and for the suppression of interference in the matched-filter part of the receiver).

Since transmitter and receiver should use the same shape of the basis pulses, they must communicate the choice of the delays and attenuations within the subgroup. It is the task of the receiver to compute the optimum pulse settings from the information in the training sequence. The information about delay and attenuation is then quantized into 8-bit information, so that a total of 64 bits have to be communicated from the receiver to the transmitter. This information is sent from the receiver to the transmitter in dedicated feedback packets, together with power control information. The information in those feedback packets has a stronger error protection than the regular data packets; namely, they use 16-bit CCITT parity check sequences (like the packet headers) in addition to the rate ½ convolutional coders. The information of how many Ng the transmitter can use is conveyed during the setup of the link from the transmitter to the receiver.

The method for computing the delays and weights is up to the implementor. The methods described in III.4 Spectral shaping just serve as an example, and are used to produce the results of Sec. V, but are not mandatory.

V.5 Data size definitions

The maximum packet size for the 608 Kbit/s model shall be 64 octets. This includes the forward error correction, but not preamble, header check sequence, etc. As we will define later, this number together with the rate ½ spreading code, leads to a user payload of 32 octets. 
V.6 Codec

Each data substream is encoded with a convolutional code with rate ½ and constraint length  7. The polynomials describing the encoder are 117, 155 in octal notation (corresponding to 1001111, 1101101).
V.7 Packet Error rate performance 
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Figure 14 Packet error rate as function of distance (meters) for coherent reception (10 finger RAKE)
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Figure 15 PER as a function of distance (meters) for differential reception
 V.8 RANGING SIMULATION SET-UP 

The notations used in the design of the ranging scheme are provided in Table 1below. The pulse repetition intervals are assumed to be longer than those for communications such that it corresponds to the longest time of flight expected from the system. Also, chip durations are assumed to be pulse wide. 

Table 1 Notations in the ranging scheme, and parameter settings in simulations

	Notations and Terms
	Definition
	Value in Simulations

	Tf
	Pulse repetition interval, frame
	531.135 ns

	Nb
	Number of blocks within a Tf
	20

	Nc
	Number of chips within a Tf
	1000

	TH{}
	Time hopping sequence in chips
	{h1, ...., h5}

	POL{}
	Polarity codes
	{p1, ..., p5}

	N1
	Number of frames in the 1st-step
	50

	N2
	Number of frames in the 2nd-step
	30

	winshift
	search back interval in #of chips
	5

	Rate
	Bit rate in ranging
	376.55Ksbs

	BW
	Bandwidth
	7.5GHz

	Chip duration
	Duration of a chip in samples
	11 samples

	Sample Period
	Sampling interval
	4.8285e-11

	 Wave propagation speed
	Speed of radio wave
	3e8

	C
	Number of correlators
	10


V.9 RANGING PERFORMANCE RESULTS

This section presents ranging performance results obtained for residential LOS and AWGN channels. In the simulations, parameter values in Table 1are used. Each chip corresponds to 15.93cm. Therefore, if there is no chip offset in the ranging estimation, the average error would be approximately 8cm. For instance, if the true propagation delay corresponded to 56 chips, and the algorithm estimated it as 56 chips, this would mean the ranging error in this specific case is 8cm on average. If the estimated was 57, the ranging error on average would correspond to 24cm. 

Residential LOS: Inline with the selection criteria document, at each selected distance the ranging error is determined over 100 channel realizations. In Table 2, first column specifies the distance between transmitter and receiver pairs, and the second column indicates the ranging accuracy and its percentage in parenthesis. 

Table 2 Ranging performance in "Residential LOS" environment: each correlator output provides 3 samples per ranging symbol. The elapsed time is given for each step separately.

	True Distance (m)
	Error (Percentage)
	Time elapsed (rake)
	Time elapsed (differential)

	8.3m
	8cm (97%)
	0.018ms+0.026ms
	0.18ms+0.26ms

	19.9m
	8cm (97%)
	0.018ms+0.026ms 
	0.18ms+0.26ms 

	40.9m
	8cm (99%)
	0.018ms+0.026ms 
	0.18ms+0.26ms

	72.6m
	8cm (97%)
	0.018ms+0.026ms 
	0.18ms+0.26ms


In Figure 16, the histograms of ranging errors at varying distances are given for the residential LOS environment.
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Figure 16Histogram of ranging errors for residential LOS environment at varying distances
AWGN: For the AWGN channel ranging performance is given in Table 3 Ranging performance in "AWGN" channel with 10 correlators: each correlator output provides 3 samples per ranging symbol. The elapsed time is given for each step separately. The first column specifies the distance between transmitter and receiver pairs, and the second column indicates the ranging accuracy and its percentage in parenthesis. 

.

Table 3 Ranging performance in "AWGN" channel with 10 correlators: each correlator output provides 3 samples per ranging symbol. The elapsed time is given for each step separately

	True Distance (m)
	Error (%)
	Time Elapsed (Rake)
	Time Elapsed (Differential)

	8.3m
	8cm (100%)
	0.018ms+0.026ms
	0.18ms+0.26ms

	19.9m
	8cm (100%)
	0.018ms+0.026ms 
	0.18ms+0.26ms

	40.9m
	8cm (100%)
	0.018ms+0.026ms 
	0.18ms+0.26ms

	72.6m
	8cm (100%)
	0.018ms+0.026ms 
	0.18ms+0.26ms

	117m
	8cm (100%)
	0.018ms+0.026ms 
	0.18ms+0.26ms


Below in Figure 17, the histograms of ranging errors at varying distances are given under AWGN channel.
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Figure 17 Histogram of ranging errors under AWGN channel at varying distances










	
	

	
	

	
	

	
	

	
	



	
	

	
	

	
	

	
	

	
	


V.10 Interference susceptibility

In this section, we present results for the susceptibility of our system to interference from other systems. In all cases, the results are given for the following cases:
Interference and SOP simulation results are currently being obtained and will be included in future revisions of this document.





	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	




	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	




	
	

	
	

	


	



	
	

	
	

	
	

	
	

	
	

	
	



	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	




	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	



	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	






























	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	











General Solution Criteria

	
	
	

	

	
	
	
	


	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	


	
	
	
	


	
	
	
	


	
	
	
	


	
	
	
	




	
	
	

	

	
	
	
	


	

	
	
	
	


	
	
	
	


	
	
	
	

	
	
	
	


	
	
	
	


	
	
	
	


	
	
	
	


	
	
	
	


	
	
	
	

	
	
	
	




	
	
	

	

	
	
	
	


VII. SUMMARY AND CONCLUSIONS

We presented a proposal for an IEEE 802.15.4a alternative PHY layer based on ultrawideband time-hopping impulse radio technology. The proposal has the following key features:

1. A modulation format that enables flexible receiver design, in that the signal can be demodulated using either a coherent receiver, i.e. a RAKE, or a differentially coherent receiver, e.g., delay and correlate. 

2. The use of BPSK as modulation format gains 3dB SNR compared to PPM. 

3. The receivers are designed in such a way that all components operate at the symbol tact, which allows using slower, and thus much cheaper, components. 

4. Multi-level synchronization algorithm decreases the required length of the preamble for acquisition.

5. Similarly, the channel estimation procedure is accelerated by a multi-level approach that yields optimum Rake finger weights; the channel estimation yields the full-band channel information even though the A/D converters are all operating at symbol frequency.

6. To help with the elimination of spectral lines, we use a phase randomization of the transmit code, and a data scrambler, so that even a sequences of all zeroes does not lead to strong spectral lines.

7. A linear combination of basis pulses allows adapting the spectrum to the instantaneous interference situation. This helps both the compatibility with other systems, and the performance in interference environments, as the matched filtering at the receiver strongly mitigates interference where a lot of interference exists. 

8. The linear combination of basis pulses also helps to maximize the useful energy within the transmit band, while maintaining the compliance with the spectral mask.

9. The use of matched filter despreading for differentially coherent receivers significantly reduces the noise-noise crossterms inherent in differential detection.

10. The exploitation of the memory inherent in the proposed modulation format improves the performance by 3 dB. The MLSE required for this exploitation can be combined with the decoder for the forward error correction.

11. Performance can be improved by adapting the frame duration to the average channel state (delay spread).

12. A two step approach to estimating the range between devices that takes advantage of the large signal bandwidth, but requires a low sampling rate.

· 
· 
· 
· 
· 
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Figure � SEQ Figure \* ARABIC �2� Timing diagram of TH-IR modulation showing sample waveforms for symbols which encode a bit ‘0’ and bit ‘1’.  The relationship among chip duration, frame duration, and  symbol duration as well as time hopping 
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