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1 LMP characteristics
First we should understand some LMP characteristics.  The characteristics of LMP commands and procedures are described in Bluetooth spec 1.1, part C,

“Link Manager messages have higher priority than user data. This means that if the Link Manager needs to send a message, it shall not be delayed by the

L2CAP traffic, although it can be delayed by many retransmissions of individual baseband packets.  

We do not need to explicitly acknowledge the messages in LMP since LC (see Baseband Specification Section 5, on page 66) provides us with a reliable link. 

LC does not guarantee either the time taken to deliver a message to the remote device or the delay between the delivery of the message to the remote device and the reception of the corresponding ACK by the sender. This means that we must be aware of the underlying LC mechanism's limitations to synchronize state changes between master and slave. The criteria for determining when the master can reuse an AM_ADDR following the detach or park of a slave is based on the reception of the Baseband-level acknowledgement. Synchronization of a master-slave switch or the starting of hold mode utilizes the Bluetooth master clock, which the LM reads from the LC.
LC only guarantees that it will attempt to communicate with each slave once

per Tpoll slots.”
One point is that acknowledgement to an LMP message is not always necessary.  Another point is about the limitations of state synchronization through LMP, and there are currently two mechanisms used for synchronization: Baseband-level acknowledgement and Bluetooth master clock.
2 Supported feature

Supported feature is an existent LMP command in the Bluetooth specifications.  It contains encoded bit fields to represent the capability of the device.  Two additional bits are created for AFH and slave-reported channel classification.  These two are separated because slave-reported channel classification can also be used by the adaptive packet-scheduling algorithm, and because it is an optional feature in AFH.

2.1 Backward compatibility

Since it is an existent LMP command, the backward compatibility issue should be properly resolved. 

2.1.1 Solution

One solution is to follow the rules:

(1) When a new device receives an old command format, or a old device receives a new command format, it might find a difference in packet length.  It should not treat this difference as an error.

(2) The unused or reserved bits should be set to 0 (unsupported feature) at the sender side.  

(3) When a new device receives an old command format, it might find the packet is shorter than expected so some bits are missing.  It should assume these bits are set to 0, and the corresponding features are not supported by the sender.

(4) When an old device receives a new command format, it might find the packet is longer than expected.  It might also find some reserved bits are set to 1.  It should ignore the content of the reserved bits and the extra bytes.

The rules are not only for AFH, but also for any other extensions in the future.

2.2 Possible alternatives

If it is not appropriated to add new bits in the supported feature, they can be included in other AFH LMP commands.  

Another possibility is to remove the two bits.  Then the acknowledgement to LMP commands becomes necessary to distinguish the AFH and non-AFH devices.

3 LMP_AFH_minimum_channels

Nmin is a necessary parameter in the proposed text of AFH mechanism.  Although it might be possible to put this parameter in the LMP_AFH_start packet, it is expected to be a much more static parameter than the channel or traffic information.  The main concern for Nmin is for the regulations in various geographical areas.  Besides, a smaller Nmin may cause higher Bluetooth to Bluetooth interference.

3.1 Negotiation of Nmin

It is not clear if the negotiation is required.  It would be simpler if we trust the choice of the master without listen to the slaves.  However, if the negotiation between the master and the slave or multiple slaves is desired, it might be done in this way.  

(1) The slaves send their values of Nmin to the master.

(2) The master makes the decision and sends the decision to the slaves

4 AFH start

The design is based on the uni-cast rather than broadcast packet.  Multiple slaves should be switched to the new hopping sequence one by one.  All the dynamic parameters required to start an AFH session is included in this single packet.

4.1 Why time stamp?

One question should be considered first: when will the master switch to the new AFH sequence?  The master must decide the time that it starts to communicate with the specific slave by the new hopping sequence.  Note that the LC layer will need some extra time to finish sending the AFH start packet, due to the possible retransmission at baseband and the possible delay between the LMP layer and the baseband.  We don’t want the master sends this packet by the new hopping sequence while the slave still listens to the old hopping sequence.  Thus the switching instant should be some time in the future.  

Here are two possibilities:

(1) The master determines some AFH switching instant, and the instant is explicitly included in the LMP_AFH_start packet.

(2) The master determines some AFH switching instant, and the instant is not included in the LMP_AFH_start packet.

In the second case, the slave has no idea about when the master would switches to the new hopping sequence, and the best way it can do might be “switching to the new hopping sequence as soon as possible.”  Thus it creates a window of hopping sequence misalignment.  The time stamp helps to eliminate the misalignment.  The ACL and SCO packets still go when AFH is negotiated.  The idea of time stamp is also used in the LMP_switch_req for master-slave switching instant and LMP_hold for hold instant.
4.2 Alternatives

Here are some other possibilities:

(3) The master switches to the new hopping sequence when it receives the LMP_accept from the slave.

(4) The master switches to the new hopping sequence when it receives the Baseband acknowledgement.

For case 3 and 4, the some exceptional cases should be properly handled.  For example, it is possible that the slave has received the LMP_AFH_start, but the backward acknowledgement is lost.  Then the master would stay at the original sequence while the slave goes to the new sequence.  Besides, the time slot at which the slave switches to the new sequence should be also defined.
4.2.1 Switching instant of the slave

In the case (3), the slave can not switch to the new sequence immediately after pushing the LMP_accept packet into the queue, for the same reason as the master in 4.1.   In this case, it is even worse since the slave is only allowed to transmit when it is polled by the master.  
5 One or two simultaneous hopping sequence? 

5.1 Two simultaneous hopping sequence

When master transmits to a legacy device, it takes the original hopping sequence.  

When the master transmits to an AFH device before the master’s hopping sequence switching instant, it also takes the original hopping sequence.  When the master transmits to an AFH device after the master’s hopping sequence switching instant, it takes the new hopping sequence.  

5.2 One simultaneous hopping sequence

It is suggested that using only one hopping sequence at any time can have simpler implementation.  In Steve’s email, he said

“I suggest that there is no need for an AFH instant in the LMP command.  I suggest the slave switches to AFH once it sends its AFH acknowledgment command.  This is done for each slave until all slaves have switched to AFH. At that point the master would change to AFH.  If there was data to send to an AFH slave while the master was still using the non-AFH frequencies then the data would get through whenever the hopping frequency was the same.  If it was not the same then it would fail during this transition period. I claim that since the transition period is small the few dropped packets would be low. And from an implementation perspective the master only has to support one hopping set at a time. And the hopping set is independent of which slave the master is talking to.  I believe this results in a much simpler implementation.”
6 Why check
This LMP command is for formal check of hopping sequence switching.  The master sends LMP_AFH_check_req to request the slave sending back a set of information that fully describes the slave’s adaptive hopping sequence.  Then the master is able to know which adaptive hopping sequence the slave is using.  This mechanism is more reliable than just sending a POLL packet and see if there is an Baseband-ACK.  The POLL-ACK mechanism may not be accurate and reliable because of the similarity between hopping sequences.

7 Using Baseband-acknowledgement for AFH_start

Case 1: Perfect case (procedure 1, 2 success)
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Case 2: LMP_AFH_start fail (procedure 1 fail) ( Master will repeat LMP_AFH_start after AFH check fail
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Case 2.1: There are possibilities the slave received LMP_AFH_check_req without got LMP_AFH_start. Slave will send LMP_AFH_check_res of current status. If the master gets the LMP_AFH_check_res packet (means the Tx/Rx channels are happened to the same before/after AFH), master will go back to the slave’s hopping sequence and execute AFH start procedure to change the slave’s hopping sequence.
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Case 3: ACK of LMP_AFH_start fail but AFH check success (procedure 1 success, procedure 2 fail, procedure 3 success,)
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Case 3.1: There are possibilities the slave received LMP_AFH_start after AFH change. Slave will send ACK as normal. If the master gets the ACK packet (means the Tx/Rx channels are happened to the same before/after AFH), master will enter new AFH immediately.
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Case 4: ACK of LMP_AFH_start fail and AFH check fail (procedure 1 success, procedure 2, 3 fail) ( Master will repeat LMP_AFH_start.
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