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Implementation of High Speed Signal Processing Cores for

802.15.3a UWB

Roger Bertschmann

SiWorks Inc

1. Introduction

The IEEE 802.15.3a standard is currently examining various physical layer (Phy) proposals to provide short-range high-speed communications at data rates ranging from 55 to 480 Mb/s. Various Phy layer proposals have been presented and the majority of them require some type of high-speed signal processing.  In particular, FFT (Fast Fourier Transform) processors and Viterbi Decoders running at the high-data rates proposed by the standard are required for implementation of the Phy.  The document describes FFT and Viterbi Decoder cores that meet the high-speed throughput requirements dictated by the Phy proposals and consequently show the feasibility of implementing the standard proposals.

2. Parallel N-point FFT/IFFT 

The Texas Instruments UWB Phy proposal1, which uses Time Frequency Interleaved Orthogononal Frequency Domain Modulation (TFI-OFDM), includes requirements for a high-speed FFT/IFFT. In particular, the sub-band proposal requires a 128-point FFT/IFFT to be calculated at data rates of up to 480 Mbps. If a single input sample per clock cycle FFT architecture were chosen, clock speeds of >480 MHz would be required.  Although this is theoretically possible, it does not appear to be practical.  The alternative is to compute multiple samples of the FFT in parallel.  A Parallel FFT/IFFT core provided by SiWorks provides such an implementation. 

The Parallel N-point FFT/IFFT core has extremely high throughput through programmable parallelization of input data samples. The core allows 1,2, 4,.., P (P<=N) samples to be computed in parallel for increased data throughput and configurable number of points, N. In addition, input and output word lengths and internal precision are programmable. The core utilizes a novel architecture resulting in an extremely area efficient design.  A block diagram of the core is shown in Figure 1.
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Figure 1: Parallel FFT/IFFT Block Diagram
The FFT or Inverse FFT is performed on the N complex valued input samples.  The value of N can be any power of two.  In addition, 1 to P (P<=N) samples can be processed in parallel. The PFFT/PIFFT core is able to process data continuously and performs a complete N-point FFT/IFFT in N/P clock cycles where P represents the number of samples computed in parallel. The throughput is therefore N/P complex samples per clock cycle. For in-order data, the latency for an N-point PFFT is N/P + log2(N) + 1 clock cycles.  For example, a 128-point FFT with P=4 (two samples calculated in parallel) with in-order data is computed every 32 clock cycles and has a latency of 72 clock cycles.  If input data is allowed to be out-of-order, latency is decreased to 39 clock cycles. Signal scaling is controllable by the Scaling Select input signal and for a 128-point FFT could be chosen to yield any power of 2 scaling between 1 and 64 (i.e. 1, 2, 4, 8, …, 128). The SNR of the block is dependent on the chosen internal wordlength and output wordlength.

Gate count estimates for the logic area of several PFFT’s as potentially required in the TFI-OFDM proposal are shown in Table 2. These FFT’s range from 128-point to 512-point FFT’s with 5-bit inputs, P (data points computed in parallel) set to 4 and two different setting for internal precision. Note, that a target clock speed of 132 MHz was assumed for the benchmarks. Also, for in-order input data, an additional RAM of size N/P*(P*5) bits is required to reorder the data.

	Points- N
	Parallel Samples - P
	SQNR

(dB)
	Gate Count

	128
	4
	30
	70k

	
	4
	48
	90k

	512
	4
	30
	120k

	
	4
	48
	150k


Table 1: Gate Counts for 128 & 512-point FFT’s required for TFI-OFDM UWB Phy Proposal
Additional gate count information is available in Table 2 for various FFT sizes, N, ranging from 64 to 4096 and samples in parallel, P, from 1 to 16.  It is worthwhile to note that the gate count scales in less than linear fashion as the number of parallel samples increases. For example a 64-point FFT in which 16 samples are computed in parallel requires only 9.2 times as much area as a 64-point single data sample per cycle FFT core.
	Points- N
	Parallel Samples - P
	Throughput

(usec)1
	Gate Count

	64


	1
	0.512
	37k

	
	2
	0.256
	62k

	
	4
	0.128
	104k

	
	8
	0.064
	173k

	
	16
	0.032
	341k

	128
	1
	1.024
	48k

	
	2
	0.512
	85k

	256
	1
	2.048
	67k

	
	2
	1.024
	111k

	512
	1
	4.096
	89k

	
	2
	2.048
	145k

	1024
	1
	8.192
	124k

	
	2
	4.096
	193k

	
	4
	2.048
	311k

	4096
	1
	16.384
	313k

	
	2
	8.192
	408k

	
	4
	4.096
	550k


Table 2: Gate Count for various N-point 16-bit Parallel FFT’s in 0.13( TSMC Process

Maximum clock speeds depend on the application process and pipelining choices (and hence the final design real estate) but up to 100 MHz on a Xilinx Virtex-2 and 200 MHz for a 0.13 micron ASIC process have easily been achieved.
Parallel Viterbi Decoder

Convolutional encoding has been proposed as the Forward Error Correction (FEC) component of several UWB Phy proposals1,2,3,4. The encoding generally employs a constraint length, K=7, convolutional code using the industry standard generator polynomials g0=133, g1=171 for R=1/2 or g0=133, g1=145, g2=171 for R=1/3. The Viterbi algorithm is traditionally used to decode such convolutionally encoded data. 

The implementation of the Viterbi Decoder faces the same issues as the FFT for the high data rates of up to 480 Mbps proposed for the standard. In order to meet the high data rate requirements for UWB at reasonable clock speeds, the Viterbi decoder can be modified to calculate 2 or more samples in parallel. As an example, SiWorks has extended the architecture of its first generation 802.11a/g Register Exchange (REA) based Viterbi decoder for high-speed operation by allowing 2 samples (P=2) to be processed in parallel through the ACS (Add Compare Select) unit of the decoder.  This decoder requires approximately 75k gates (TSMC 0.13um), can operate at clock speeds above 200 MHz and therefore easily meets the requirements for the proposed 240 Mbps version of the 802.15.3a standard.

In order to meet the 480 Mbps data rate proposed for UWB, a Viterbi decoder operating on four (P=4) samples in parallel at a clock speed of 120 MHz or greater can be constructed.  This decoder is a straightforward extension of the existing 2-sample per clock cycle Viterbi decoder.  It is estimated that a Viterbi decoder with traceback depth = 48, softbits = 4 and P=4 would require approximately 110k gates using the first generation REA architecture. In addition, a second-generation hybrid RAM based Viterbi decoder developed by SiWorks (that has not yet been parallelized) will allow further gate count reductions.  

3. Summary

This document has described implementations of parallel FFT and Viterbi decoder cores that meet the high data throughput requirements dictated by the 802.15.3a UWB standard requirements.  
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� SQNR – Symbol to Quantization Noise Ratio
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