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I. Introduction

    While ultrawideband signals have been applied in Radar for a long time, their use in communications is relatively recent. One of the reasons for this was the absence of a permit by frequency-regulating authorities. However, in February 2002, the American FCC (Federal Communications Commission) allowed the use of UWB systems for communications in the 3.1-10.6 GHz band if certain restrictions with respect to bandwidth and spectral density are fulfilled. Based on this, IEEE 802.15 has formed a special group IEEE 802.15.3a, which recently was upgraded to a taskgroup, to develop a standard for UWB communications. The current paper outlines a suggestion for the standard that makes efficient use of the available resources. 

The requirements mandated by the FCC are the fulfillment of a spectral mask that allows emission with a power of at most –41.3dBm/MHz, and also mandates that the transmission bandwidth of at least 500MHz. In addition to that, IEEE 802.15 has mandated that a transmission with a data rate of at least 110Mbit/s must be possible at a distance of 10m, as well as 220Mbit/s at 4m distance, and optionally, 480Mbit/s at shorter distances. These high data rates are necessary to distinguish the 802.15.3a standard from existing 802.11 standards, which allow up to 55Mbit/s. It must be stressed that neither the FCC nor IEEE has mandated the use of any particular technology. Impulse radio (IR) is currently the most frequently considered approach for UWB radio [Win and Scholtz 2000].

In addition to those basic technical requirements, it is also desirable that the UWB transceivers are low-cost, have small energy consumption, and small size. Ideally, a UWB transceiver would cost no more than a current Bluetooth transceiver, i.e., on the order of 10$ per piece in mass production. Such transceivers can be used for so-called Personal-Area Networks, replacing awkward wired connections, e.g., from a VCR to a TV, or from a computer to a MP3 player. 

It must be stressed that the high data rate mandated by the IEEE makes it more difficult to apply some of the basic principles of impulse radio. We will introduce in our standards proposal several modifications that overcome those problems. 

The rest of the document is organized the following way: Sec. II presents a system overview that points out the most salient features of the proposal, and gives qualitative arguments for their inclusion in the proposal. Section IV then explains details about the innovations that form the core of our proposal. The next section describes the details of the PHY layer proposal, in a manner that is suitable for inclusion in a standardization document. Next, we discuss a few changes in the IEEE 802.15 MAC layer, in order for the proposal to work more efficiently. Section VI finally evaluates the performance of the suggested system, according to the selection criteria defined by TG3a. A summary wraps up the document.


II. SYSTEM OVERVIEW

II.1 Basics of Time-hopping impulse radio

The basic operating principle of our system is time-hopping impulse radio. This multiple-access scheme was first suggested in the open literature by Scholtz in 1993, for a more detailed description see [Win and Scholtz 2000]. In the following, we briefly describe this system, as it is used as a baseline for comparison with our own system proposal. 

In the Win/Scholtz system, a sequence of short pulses is transmitted for each symbol. The duration of the pulses determines essentially the bandwidth of the (spread) system. The delay of the pulse sequence (with respect to some arbitrary reference point) conveys the information of the symbol: smaller delay means that the information bit is +1, larger delay means –1 (or vice versa). In other words, the system uses pulse position modulation (PPM). We describe here binary PPM; for higher-order PPM see [Ramirez-Mireles 2001]. 

For the single-user case, it would be sufficient to transmit a single pulse per symbol. However, in order to achieve good multiple access (MA) properties, we have to transmit a whole sequence of pulses. Since the UWB transceivers are unsynchronized, so-called “catastrophic collisions” can occur, where pulses from several users arrive at the receiver almost simultaneously. If only a single pulse would represent one symbol, this would lead to an extremely bad Signal-to-interference ratio, and thus a high bit error probability BER. These catastrophc collisions are avoided by sending a whole sequence of pulses instead of a single pulse. The transmitted sequence is different for each user, according to a so-called time-hopping (TH) code. Thus, even if one pulse within a symbol collides with a signal component from another user, other pulses in the sequence will not. This achieves an interference suppression that is equal to the number of pulses N_pulse in the system. Figure 1 shows the operating principle of a generic TH-IR system. We see that the possible positions of the pulses within a symbol follow certain rules: the symbol duration is subdivided into N_pulse “frames” of equal length. Within each frame the pulse can occupy an almost arbitrary position (determined by the time-hopping code). Typically, the frame is subdivided into “chips”, whose length is equal to a pulse duration. The (digital) time-hopping code now determines which of the possible positions the pulse actually occupies. 
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The performance of such a Win/Scholtz TH-IR has been analyzed extensively in the literature. It is well-known that the performance of orthogonal signaling in AWGN channels [Proakis 1999]is  determined by the signal energy (per bit) divided by noise spectral density. The spreading operation does not influence the performance if both the spreading and despreading is done perfectly. The performance in different kinds of interference was analyzed by [Zhao et al. 2001]. 

For the restrictions imposed by the FCC and IEEE 802.15, the above-described system has several disadvantages: 

1. due to the use of PPM, the transmit spectrum shows spectral lines. This requires the reduction of the total emission power, in order to allow the fulfillment of the FCC mask within each 1MHz band, as required by the FCC.

2. due to the high data rate required by 802.15, and because of the high delay spread seen by indoor channels, the system works better with an equalizer. An equalizer for PPM considerably increases complexity.

3. For a full recovery of all considered multipath components, the system requires a Rake receiver with a large number of fingers. That is problematic from a cost perspective.

4. due to the relatively low spreading factor of less than 40, the number of possible pulse positions within a frame is limited. This might lead to higher collision probability, and thus smaller interference suppression.

II.2 System overview

To alleviate the problems mentioned above, we propose a modified system. The most important characteristics are the following:

1. The receiver is designed in such a way that all components operate at the symbol tact, which allows to use slower, and thus much cheaper, components. 

2. an innovative synchronization algorithm decreases the required length of the preamble for acquisition.

3. similarly, the channel estimation procedure is accelerated by a multi-level approach that yields optimum Rake finger weights and equalizer weights; the channel estimation yields the full-band channel information even though the A/D converters are all operating at symbol frequency.

4. A linear combination of basis pulses allows to adapt the spectrum to the instantaneous interference situation. This helps both the compatibility with other systems, and the performance in interference environments, as the matched filtering at the receiver strongly mitigates interference where a lot of interference exists. 

5. To help with the elimination of spectral lines, we use a phase randomization of the transmit code, and a data scrambler, so that even a sequences of all zeroes does not lead to strong spectral lines. 

6. the linear combination of basis pulses also helps to maximize the useful energy within the transmit band, while maintaining the compliance with the spectral mask.

7. to decrease the problem of the equalizer length for large data rates, we use multicode transmission for the 200Mbit/s and 480Mbit/s mode.

8. The use of a rate ½ convolutional code is a good compromise between computational complexity for the decoding, and coding gain at the desired BER of 10^{-5}. 

Figure 2 shows the block diagram of the transmitter. The data stream is first demultiplexed into substreams of approximately 110Mbit/s each (in the default mode, there is only one substream, while for the envisioned higher-rate modes, 2 and 4 substreams, respectively, are used. Each of the substreams is then convolutionally encoded with a rate ½ coder. The resulting data streams are used to modulate the phase (BPSK) of a sequence of time-delayed pulses generated by a pulse generator. In addition, the phase of each pulse is also modulated by a pseudonoise sequence. The timing of the pulses is determined by two facts: (i) the pulse-hopping sequence, which determines the time within each frame that a pulse is generated (ii) the required spacing of the pulses within each pulsegroup within a frame; this pulsegroup is the linear combination that is used to shape the spectrum. By using a “polarity scrambling” of the pulses, we reduce the spectral crest factor of the transmitted signal, which increases the total power that can be transmitted while still fulfilling the FCC mask. By combining several slightly delayed versions of basis pulses, we can also shape the spectrum to better fill the FCC mask, and to place spectral minima for the suppression of interference. The resulting sequence of phaseshifted pulses is preceded by acquisition sequences and training bits. Finally, the sequences are amplified (with power control, to minimize interference to other users) and sent over the antenna. 
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At the receiver, the acquisition part of the preamble is taken and used to determine the timing of the timing control part. Once this has been established, the “channel estimation part” of the preamble is used to determine the coefficients for the Rake receiver and the equalizer. The signals in the main body of the data block are first match-filtered by the time-hopped sequence. This matches the received signal both to the pulseshape (group of pulses, which influences the spectrum) and the time-hopping sequence. Note that if there are several parallel data streams, then several matched filter (and other parts of the receiver) are used. The matched-filtered signal is then sent through a Rake receiver. We use here an innovative structure that requires only pulse generators and no delays to do both the matched filtering and the Rake reception, which makes an implementation in analogue possible – this allows us to perform the sampling and A/D conversion only at the symbol rate, instead of the chiprate, and leads to a drastic reduction in cost. But in principle, any Rake receiver structure can be used. The outputs of the Rake fingers are weighted (according to the principles of optimum combining) and summed up. The optimum location and weight of the fingers can be determined from the channel sounding sequence, which is processed before the reception of the actual data. The output of the summer is then sent through an MMSE equalizer and a decoder for the convolutional code. 

III. PHY-LAYER DETAILS

In this section, we explain the key innovations that make our proposal more efficient and more suitable for low-cost implementation than conventional time-hopping systems. It is a scientific description that is not required for a standardization document, but which (we think) helps in understanding the standardization proposal in Sec. IV, and the results obtained with that system, which are presented in Sec. VI.

Throughout this section, we use the following data model: the transmitted signal can be represented by the following model
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where wtr is the transmitted unit-energy pulse, Tf is the average pulse repetition time, Nf is the number of pulses representing one information symbol, and b is the information symbol transmitted, i.e., 
[image: image4.wmf]±

1. wseq is the pulse sequence transmitted to represent one symbol.

In order to allow the channel to be exploited by many users and avoid catastrophic collisions, a pseudo-random sequence {cj} is assigned to each user. This sequence is called the time hopping (TH) sequence. The TH sequence provides an additional time shift of cjTc seconds to the jth pulse of the signal, where Tc is sometimes called the chip interval. To prevent pulses from overlapping, the chip interval is selected to satisfy Tc ≤ Tf /Nc. 

We also allow a “polarity scrambling” (see Sec. III.4), where each pulse is multiplied by dj , which are take values 
[image: image5.wmf]±

1 (typically with a probability of ½, but this is not necessary). This systems can be regarded as an random – code division multiple access  radio signal (RCDMA) system with Tf  = Tc. In this case, Nf  represents the processing gain.

We define a sequence {sj} as follows
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Then, assuming Tf / Tc = Nc, without loss of generality, Equation (3.2) can be expressed
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For the acquisition and and channel estimation phase, there is no coding, so that 
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. In this case, the received signal over a flat fading channel in a single user system can be expressed as
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where wrec(t) is the received UWB pulse, and n(t) is white Gaussian noise with unit power spectral density. This model approximately represents the line-of-sight (LOS) case, with a strong first component.

In the NLOS case, the received signal in this case is expressed as:
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where 
[image: image11.wmf]l

a

 is the amplitude coefficient and 
[image: image12.wmf]l

t

 is the delay of the lth multipath component.

III.1 Acquisition

III.1.1 Introduction and motivation    

Before any data demodulation can be done on the received UWB signal, the template signal and the received signal must be aligned. The aim of acquisition is to determine the relative delay of the received signal with respect to the template signal. The conventional technique to achieve this is the serial search algorithm. In this scheme, the received signal is correlated with a template signal and the output is compared to a threshold. If the output is lower than the threshold, the template signal is shifted by some amount, which usually corresponds to the resolvable path interval and the correlation with the received signal is obtained again. By this way, the search continues until an output exceeds the threshold. If the output of the correlation comes from a case where signal paths and the template signal are aligned, it is called a signal cell output. Otherwise, it is called a non-signal cell output. A false alarm occurs when a non-signal cell output exceeds the threshold. In this case, time tp elapses until the search recovers again. This time is called penalty time for false alarm.

    Due to the high time resolution of UWB signals, serially searching all delay locations may take a long time. Therefore, some quick algorithms are needed. By this way, the time allocated for acquisition phase might be reduced.

III.1.2 Signal model

The number of cells in an uncertainty region is taken to be N = Nf Nc. One of these cells is the signal cell, while the others are non-signal cells.

Assuming no data modulation for the purposes of acquisition, then the template signal that is used in a serial search for the signal model in Equation 3.3 can be expressed as follows:
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where m2 is the number of pulses, over which the correlation is taken.

III.1.3 Sequential block search

For a sequential block search (SBS) according to the invention, there are two different template signals. The first template signal is used for searching a block of cells, while the second template signal is similar to the one used in the serial search.

The first template signal for the signal model described in Equation (3.3) can be expressed as follows:
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where B is the total number of blocks in the uncertainty region, each block including K cells, and where m1 is the number of pulses, over which the correlation is taken. For simplicity, it is assumed that the total number of uncertainty cells can be expressed as N = KB. The value Tc is taken as the minimum resolvable path interval. 

The output of the correlation of the received signal and the first template signal in Equation (3.8) is used as a quick test to check if the whole block contains a signal cell, or not. The correlation output of the received signal and the second template signal is then used in a detailed search of a block.

The index of the block that is currently being searched is b, with b = 1 initially. Then, the SBS method can be described as follows:


1) Check the bth block using the first template signal 
[image: image15.wmf])
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2) If the output of the bth block is not higher than a block threshold, τb, then, go to step 6.

3) If the output of the bth block is higher than the block threshold, τb, then search the block in more detail, i.e., cell-by-cell serial search with a signal threshold τs, using the second template signal 
[image: image16.wmf])
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4) If no signal cell is detected in the block, go to step 6.

5) If the signal cell is detected in the block, DONE. 

6) Set b = (b mod B) + 1 and go to step 1.

When a false alarm (FA) occurs in the serial search part, the search resumes with the next cell after C time units, which is the penalty time in terms of frame time.

In step 5, “the signal cell is detected” means that the signal cell output exceeds the signal threshold, τs. Similarly, in step 4, “no signal cell is detected” implies that the signal cell is not in the block, or the output of the cell is lower than the signal threshold τs, even if the cell is in the block.

If the block threshold is not exceeded, the decision unit has a  synchronization unit adjust the delay of the first template signal, and another correlation with the received signal is performed. When the block output is higher than the block threshold 
[image: image17.wmf]b

t

, the second template signal in Equation (III.7) is employed and the cells in the block are serially searched. 

III.1.4 Average Block Search

An average block search method is appropriate in harsh NLOS conditions. The basic idea behind this method is to use an average value of a number of serial correlation outputs in order to see a considerable increase in the output values. This increase indicates the start of the signal cells. 
Consider the outputs of the correlations of the received signal with the following template signal:
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If the absolute values of the results of these correlations are z1,…,zN, then we can define
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assuming N = KB.

Let i  be the index of the averaged block currently being searched, with i = 0 initially. Then, the ABS method can be described follows:

1) Check difference between successive averages wi mod B - w(i-1)mod B.
2) If the difference is not higher than a first threshold
[image: image20.wmf]a

t

 go to step 6.

3) If the difference is higher than
[image: image21.wmf]a
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, check

z(i mod B)K+1, …, z(i mod B)+1)K serially, comparing to a second threshold, 
[image: image22.wmf]c
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.

4) If no signal cells detected, go to step 6. 

5) If signal cell(s) are detected, DONE. 

6) Set i = (i + 1) mod B, and go to step 1.

The figure below shows the ABS method. Since our suggested receiver has multiple correlators (see Sec. II and Sec. III.V), we can use them in parallel. A received signal r(t) is first correlated with a first template signals with different delays. Then, the absolute values of these correlations are averaged and compared to the previous averaged value by the decision unit. If there is a significant increase in the average value and if any one of the serial search outputs in the corresponding block exceeds the threshold, the signal is detected.[image: image23.wmf]
If no detection occurs, then, the delays of the template signal are adjusted by the synchronization unit, and the same steps are followed again. 

III.2 Channel estimation

After acquisition has been obtained, the next step is determination of the channel impulse response. The suggested receiver uses both a Rake receiver to collect the multipath energy, and an equalizer to mitigate the intersymbol interference. For the determination of the equalizer and Rake weights, the (at least partial) knowledge of the channel impulse response is required.  

To estimate various parameters, training head is used. The structure of the training head is shown as in Figure 2. From the figure, 11.6 (s is used to estimate channel coefficients, weights for Rake combining, and equalizer coefficients. 
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Structure of the training head

The matched filter in RAKE receiver in UWB system is implemented using analog circuits since it operates at a high speed (see Sec. III.V). The output of the matched filter is sampled at symbol rate (
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). Therefore, during each symbol period, we can only observe L outputs, each for one of L fingers. On the other hand, we need to estimate channel coefficients every other Tc  seconds; thus we need to obtain Nf  uniform samples during each symbol period. 

Similar to the approach proposed by D. Cox in [Cox 1972], we repeatedly send the same training sequence with guard interval 4 times to obtain denser sampling of the matched filter output. Each training sequence consists of 511 symbols (PN sequence) and 365 ns guard interval (that should be larger than the delay span of UWB channels) to prevent from interference between adjacent training sequences. Consequently, the length of the whole training period for parameter estimation is 4(511*5+365)=11600 ns or 11.6 (sec. 

To obtain higher rate and uniform samples, 
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Let the training sequence be 
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and the channel output is 
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-sampled output of the (analog) matched filter will be
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Channel parameters can be directly estimated by
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Once channel parameters are estimated, we can find the 10 taps with the largest absolute value. Let 
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be the index of the 10 taps. Then the weights for the MMSE rake combiner and optimum timing can be found by minimizing
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Then  
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where 
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and
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From the estimated weights for rake receiver, its output can be calculated by 
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The equalizer coefficients can be estimated by minimizing
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Consequently, 
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where
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The figure below shows the performance of channel estimation. As we can see from the upper part, channel estimation improves with signal-to-noise ratio when 
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is less than 25 dB. However, when it is over 35 dB, there is an error floor. the lower part shows estimation performance of the 10 largest channel taps, which is much better than overall channel estimation.

[image: image50.png]B

50

0

L
20
Eb/No (dB)

5

-10-

ISWN

151

-20F




[image: image51.png]E/N, (dB)

—40-
—45-

-10

—15F
-20
25+




MSE of (a) overall channel estimation and (b) 10 largest channel taps

These figures show that in all four channel models, we can get good estimates of the channel coefficients (better than -10dB MSE for SNR=5dB) within about 10 (s of preamble, when sampling with only 220Msamples/s. This is an important factor in the low-complexity implementation of our TH impulse radio!

III.3 Polarity scrambling

Our proposed scheme uses BPSK as modulation format. It is well known that with this format, the spectrum of the signal is identical to the spectrum of the underlying “basis pulse”. However, since we have a time-hopping system, the “basis pulse” actually consists of a signal that contains many pulses (the duration of the time-hopping sequence). 

Normally, a TH-PPM transmit signal exhibits spectral lines, because of the periodicity inherent in such a signal. PAM signals, e.g., BPSK, on the other hand, do not exhibit that property, as long as the expectation values of the transmitted (complex) symbols is zero. Due to this reason, a system with M-PSK or QAM as modulation format (the modulation that we propose) does not exhibit any spectral lines. 

However, the use of pure TH-PAM shows other problems with the spectral design:

1. in order to really be free of the spectral lines, the transmit signal must be zero-mean. The data whitener used in our proposal makes sure that this happens.

2. the spectrum of the transmit signal is determined by the spectrum of the basis pulse, multiplied with the spectrum of the basis pulse. This complicates the design of the spectrum. The ideal case would be to find TH sequences whose spectrum is flat, so that the we can design the basis pulse to fit the spectral mask as closely as possible. We need to identify a large number of suitable TH sequences (in order to accommodate multiple users). Allowing for phase shifts of the pulses gives more degrees of freedom, and thus allows to find more TH sequences that approximately fulfill the design criteria. 

If the phase randomization sequence were longer than a symbol duration, then the transmit spectrum would be identical to the pulse spectrum. However, this approach has disadvantages with respect to the design of the receiver, most notably the equalizer. We thus specify the use of a short phase sequence. Furthermore, we note that each TH sequence has a fixed assigned phase randomization sequence. 
We also have to bear in mind that we need to generate a multitude of sequences that all should have the desired spectral properties, as well as approximate orthogonality with respect to each other for arbitrary time shifts of the sequences. This is a complex optimization problem, and was solved by an exhaustive search. The set of sequences that we used for the simulations (and which we suggest for standardization) is given in Sec. IV.
III.4 Spectral shaping

III.4.1 Introduction

One of the key problems of “conventional” TH-IR radio is that it is difficult to influence its spectrum without the use of RF components. Spectral notches, e.g., are typically realized by means of bandblock filters. However, this is undesirable for extremely low cost applications. We have thus devised a new scheme that uses delaying and weighting of pulses to influence the transmit spectrum, as well as allow suppression of narrowband interferers at the receiver. 

As shown in the figure above, our invention uses a linear combination of a set of basis pulses for shaping of a spectrum a transmitted impulse radio signal, s(t). Prior to the combining, a set of optimized filter and delay lines, hl(t), l = 1, …, L, is applied to the pulses to weight and delay the generated basis pulses to conform to a predetermine spectral mask. The combination of the filtered pulses can be achieved by a combination of analogue delay lines and a summer, or, preferably, by timing programmable pulse generators combined with a summer. In the latter case, we avoid cumbersome adjustable delay lines, and instead just need to adjust the timing of the pulses. 

An important part of our method is the determination of the pulse weights and delays. When it comes to the suppression of IEEE 802.11 interference, the optimum weights can be computed a priori, and stored in the transceivers; in that case, the computation time determining the optimum weights and delays is not relevant, and exhaustive search can be used. However, in order to adjust to different interference environments, a capability to optimize the weights dynamically is desirable. The criteria for the optimization can thus stem from the FCC spectral mask (fixed), from the necessity to avoid interference to other users, which can be pre-defined or time-varying, or following an instantaneous or averaged determination of the emissions of users in the current environment, or other criteria. In any case, these criteria are mapped onto an “instantaneous’ spectral mask that has to be satisfied by the pulse.

A high-level description of the problem is given as follows. Assume there is a set of candidates of basis functions C. For example, the basis functions correspond to differentiations of a Gaussian pulse of various orders. In addition, the basis functions can be orthogonalized, e.g., by a sequential Gram-Schmidt procedure, to ease the subsequent optimization. 

Let 
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denote a set of typical masks available for training purpose. Denote one particular set of chosen bases as p(t). The particular set is obtained by stacking the selected basis functions into a column vector. 

We define a function  f (p (t), S ) to evaluate the fulfillment of the two considerations. For example, the function is a weighted combination of two parts: the first part models the cost of generating the pulse, and the second part models an approximation error or some other efficiency metric. This function can be expressed as formulation:
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where α and β are predetermined constants.

This formulation is a combinatorial optimization problem. Because the subsequent description of optimal choices of pulse locations also leads to formulations of similar form, we defer the discussion of techniques to solving this problem until later. 

In comparison, the problem of optimal pulse locations are meant mainly for on-line applications, the choices of bases are usually much less, the implementation cost is fixed, and there is only one target mask, instead of a set of training pulses.

III.4.2 Problem formulation

We denote the individual basic pulses by 
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. The set of shaping filter is FIR, with the impulse response being the sum of δ-functions placed at different delays, τ, and weighted or scaled, s, differently. That is, 



[image: image56.wmf]0

10

10

()(),

()(),

()()()

l

l

l

li

M

llili

i

M

L

lilli

li

M

L

j

jt

lil

li

htst

stspt

SjstedtsPje

t

dt

t

=

==

¥

-W

-W

-¥

==

=-

=-

W==W

å

åå

åå

ò


 MACROBUTTON MTPlaceRef \* MERGEFORMAT (3.21)

We use the following notations:
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The elements of 
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constitute a pool of bases in the signal space. Then, the single user spectrum shaping problem can now be formulated as follows:
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,

where M(Ω) is an upper-bound on the squared magnitude response regulated by FCC.

This is equivalent to a min-max formulation:
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In addition, structural constraints can be put on the parameter vector s due to implementation concerns. For example, the number of non-zero elements in certain sub-vectors of the parameter vector s can be constrained.

In certain scenarios, 
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can be replaced by the maximum of the signal energy within a certain frequency range, e.g., the “in-band” proportions of energy are maximized. This only changes the definition of the matrix R.

In certain scenarios, the constraints 
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 are extended to include integral spectrum constraints, e.g., for “out-of-band” signals, which produces interferes to other devices. These constraints are not as strict as the fixed envelop definition of the FCC mask.

III.4.3 Approximate solution for pulse weights for initialization

The min-max formulation as described above, or a robust ∞-norm minimization is known to be a difficult problem. Several existing game-theoretic techniques rely on the existence of saddle points, which unfortunately are not satisfied in this case. 

Therefore, we minimize with an approximate 2-norm formulation instead. In other words, we replace the maximum over all frequency by the minimum of a weighted integral formulation, i.e.,
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We also note that:
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Provided that there is no structural constraint on s, the quadratic approximation leads to:
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for which the solution is an eigenvector corresponding to the smallest eigenvalue λ of the matrix 
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. When there are structural constraints on s and the non-zero positions have been fixed, e.g., as one elementary step in a combinatorial optimization procedure, the problem bears a similar form except that W and R are now replaced by their corresponding principal sub-matrices. 

An optimization of the pulses can be achieved with various iterative techniques, e.g., iterative greedy addition, iterative greedy removal, and branch-and-bound. Details about those techniques can be found in [Wu et al. 2003]. In the following, we will describe optimization by neural networks. 

III.4.4 Non-linear Optimization with Neural Networks

We initialize our solution with the above quadratic approximation, and further exploit non-linear optimization techniques to gradually refine the solutions. The description in this section refer to the original min-max formulation described above.

A back-propagated (BP) multi-layer perceptron (MLP) possesses adaptive learning abilities to estimate sampled functions, represent these samples, encode structural knowledge, and inference inputs to outputs via association. Its main strength lies in its substantially large number of hidden units, and thus, a large number of interconnections. The MLP neural networks enhance the ability to learn and generalize from training data. 

We describe the MLP optimization for the special case L = 1. Optimization of the scaling coefficients, with fixed positions in the general case L > 1, follows similarly. Because L = 1, all quantities that depends on L are simplified to shortened notations with the dependence removed. 

In addition, we re-parameterize the problem so that s1, …, sk  represent the scaling or weighting coefficients at the pulse locations (delays) 
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. The optimization over pulse positions for L = 1 can be treated by MLP, for L > 1. We refer again to the three combinatorial optimization approaches discussed earlier.

(1) In order to put the current problem into the general framework of MLP, we uniformly quantize the frequency range to arrive at
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(2) Then, we replace the max-function with a differentiable soft-max. Given a function 
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With these two simplifications, the problem becomes 
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with 
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While it is theoretically possible to simultaneously adjust both the positions or delays  τ and the weighting or scaling coefficients  s , practically we prefer to decouple their tuning by adopting a conditional maximization approach, i.e., optimizing one with the other fixed. In addition, this decoupling may be justified by the different nature of the two parameter sets. In preferred embodiment, with the allowed positions quantized, the slight change 
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 is always normalized to “hop” to the nearest valid quantization point on the multi-dimensional grid.

Typically, numerical non-linear optimizations can only be assured to arrive at a local optima rather than a global one. Simulated annealing can be used to avoid local optima. One approach to escape from possible local minima is to begin the optimization with several randomly distributed initial solutions, and select the best solution among the different trial paths.

We note that this is only one possible neural network, which again is just one of the methods for implementing non-linear optimization.

III.5 Rake reception

III. 5.1 Introduction

Due to the ultra wide bandwidth, UWB systems have a very fine temporal resolution, and are thus capable of resolving multi-path components that are spaced at an inverse of the bandwidth. This is usually seen as a big advantage of UWB. Multi-path resolution of components reduces signal  fading because the multi-path components are different diversity paths. The probability that the components are simultaneously all in a deep fade is very low. However, the fine time resolution also means that many of the multi-path components (MPC) have to be “collected” by the rake receiver 100 in order obtain all of the available energy. A channel with Np resolvable components requires Np fingers to collect all of the available energy. In a dense multi-path environment, the number of MPC increases linearly with the bandwidth. Even a sparse environment, such as specified by the IEEE 802.15.3a standard channel model, requires up to 80 fingers to collect 80% of the available energy.

Another problem is the complexity of the Rake fingers. In the conventional Rake finger of a direct-sequence-spread spectrum (DS-SS) system, the output of the correlator is determined once per symbol. In order to do the correlation, the signal first has to be sampled and analog-to-digital (A/D) converted at the chip rate. Then, those samples have to be processed. This involves convolution with the stored reference waveform, addition, and readout. Sampling and A/D converting at the chip rate, e.g., 10GHz,  requires expensive components.

We propose the use of a new Rake finger structure that is especially suitable for TH-IR. Accordingly, each finger includes a programmable pulse generator, controlled by a pulse sequence controller. The signal from the pulse generator is multiplied with the received signal. The output of the multiplier is then sent through a low-pass filter, which generates an output proportional to a time integral of an input to the filter. The difference to standard Rake fingers is an implementation in analogue, while the adjustable delay blocks have been eliminated.
The outputs of the low-pass filters are then sampled an A/D converted. Maximal ratio (MR) rake combining is a traditional approach to determine the weights of the rake combiner. For the MR rake combiner,
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Minimum mean-square-error (MMSE) rake combining can improve the performance of the rake receiver. For the MMSE rake combiner, the weights are determined by minimizing
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The performance of the Rake receiver can be further improved if adaptive timing is used with the MMSE rake combiner. That is, to find optimum time offset  
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After the Rake receiver, a 5-tap linear equalizer is used to mitigate residual interference. Let the coefficients of the equalizer be
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 (K=2). Then the equalizer output is
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To optimize performance, the equalizer coefficients are chosen to minimize the mean square-error of its output, that is
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IV. PROPOSAL FOR PHY-LAYER STANDARDIZATION

IV.1 Operating parameters

IV.1.1 Operating frequency range

The proposed system is emitting desired radiation in the frequency band 3.1-10.6 GHz. Both the desired radiation within the 3.1-10.6 GHz range and the out-of-band emissions must comply with the specifications of the FCC [report and order Feb. 2002] as well as other international frequency standardization bodies when they become available.

IV.1.2 RF power measurements

Unless otherwise stated, all RF transmit power figures refer to EIRP power. Any deviation of the transmit antenna pattern has to lead to an appropriate reduction of the actual transmit power. 

IV.1.3 Channel assignments

When a device is starting a piconet, it should scan the band for other piconets and their TH codes, and determine the codes that are available with its receiver implementation, and choose the subset that fulfills the requirements for data rate, and – within this constraint – minimize the signal-to-noise-and-interference for the desired user. 

IV.1.4 Scanning channels

No scanning channels are required, since the proposed system sounds the environment in the whole frequency range which it wants to use for transmission.

IV.1.5 PHY-Layer timing

The transmit-to-receive and the receive-to-transmit turnaround times should each be smaller than 5 microseconds. Turnaround times are measured from the trailing edge of the last symbol of the first data block to the leading edge of the first symbol of the preamble of the second block. The time between successive transmissions shall be less than 1 microsecond. 

IV.1.6 Header check sequence

The PHY and the MAC header shall be protected by a CCITT CRC-16 header check sequence. The details of that sequence can be found in [802.15 MAC, p. 314]. 

IV.1.7 Data size definitions

The maximum packet size for the 110 Mbit/s model shall be 2048 octets. This includes the forward error correction, but not preamble, header check sequence, etc. As we will define later, this number together with the rate ½ spreading code, leads to a user payload of 1024 octets. 

IV.1.8 Contention-based channel access

Following the IEEE 802.15 MAC standard, a contention-based channel access shall be used.

IV.2 Modulation, coding, and multiple access

This is the most critical aspect of the whole UWB system, and will thus be described in considerable detail. We note that only the transmitter specifications are mandatory, while any type of receiver can be used. However, the performance figures and cost estimates are achieved with the receiver structures described herein.

IV.2.1 Base data rate

The base data rate is 110Mbit/s. Data rates of 200 and 480 Mbit/s are possible as well. Lower data rates can be achieved, while still fully exploiting the admissible power spectral densities, by increasing the spreading factor. 

IV.2.2 Frequency subdivision

No frequency subdivision is foreseen at the moment.  

IV.2.3 Basis pulses

The transmission of a data symbol is done by means of sequences of pulses whose phases are modulated. The basic pulse in such a sequence is itself a linear combination of delayed, attenuated pulses:
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where g(t) is the 5th derivative of the Gaussian function
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where 
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 is chosen to meet the spectral mask requirement of FCC, which is,
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This choice makes sure that even if just a single basis pulse is transmitted, the FCC mask is fulfilled. The maximum number of Ng is 4, but an implementor might choose a lower number. The maximum admissible delay within the pulsegroup is 
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This choice makes sure that the effective width of the transmitted pulse stays small.

The linear combination of the Gaussian pulses into a basis pulse is done in order to additionally shape the spectrum, in order to optimally exploit the available power, as well as to suppress certain parts of the spectrum (both for compatibility reasons and for the suppression of interference in the matched-filter part of the receiver), as explained in Sec. III.4. 

Since transmitter and receiver should use the same shape of the basis pulses, they must communicate the choice of the delays and attenuations within the subgroup. It is the task of the receiver to compute the optimum pulse settings from the information in the training sequence. The information about delay and attenuation is then quantized into 8-bit information, so that a total of 64 bits have to be communicated from the receiver to the transmitter. This information is sent from the receiver to the transmitter in dedicated feedback packets, together with power control information. The information in those feedback packets has a stronger error protection than the regular data packets; namely, they use 16-bit CCITT parity check sequences (like the packet headers) in addition to the rate ½ convolutional coders. The information of how many Ng the transmitter can use is conveyed during the setup of the link from the transmitter to the receiver.

The method for computing the delays and weights is up to the implementor. The methods described in Sec. III just serve as an example, and are used to produce the results of Sec. V, but are not mandatory.

IV.2.3 Time hopping spreading

A symbol consists of a sequence of basis pulses p(t), which are time-delayed with respect to each other. Each symbol interval is subdivided into N_f frames, and one basis pulse per symbol is transmitted. 

The choice of the time hopping sequence is determined by two important criteria

1. suppression of multiple-access interference and narrowband noise. It is necessary for the operation of piconets, and the presence of other interferers, that the suppression of in-band interference is as high as possible. This implies that the cross-correlation function between different TH sequences should be close to zero for all possible delay shifts between the sequences (as we have non-synchronized systems), and that the autocorrelation function should approximate a delta function. In order to allow a large number of participants in the piconet, it is desirable to find a large set of TH sequences that all fulfull those criteria

2. flat spectrum. As we are using a short spreading code (in order to keep the equalizer complexity down), the signal spectrum is equal to the pulse spectrum multiplied with the spectrum of the TH sequence. We want this total spectrum to be as flat as possible in order to exploit all the power allowed by the FCC regulations. 

Following these considerations, we propose the following time-hopping sequences for the 110Mbit/s mode:

bo1=[-0.3015 0 0 0 0 0 -0.6030 0 0 0 0 0 0 0 -0.3015 0 0 0 0 +0.6030 0 -0.3015 0 0 0];

bo2=[-0.2673 0 0 0 0 0 0 -0.5345 0 0 0 0 0 +0.2673 0 0 0 0 +0.5345 0 0 0 +0.5345 0 0];

bo3=[-0.3536 0 0 0 0 0 0 0 +0.3536 0 0 0 +0.3536 0 0 0 0 -0.3536 0 0 0 0 0 +0.7071 0];

bo4=[-0.3015 0 0 0 0 0 0 0 0 +0.6030 0 +0.3015 0 0 0 0 +0.6030 0 0 0 0 0 0 0 -0.3015];

IV.2.4 Modulation

The modulation format is BPSK.

IV.2.5 Codec

Each data substream is encoded with a convolutional code with rate ½ and constraint length  7. The polynomials describing the encoder are 117, 155 in octal notation (corresponding to 1001111, 1101101).  
For the 200Mbit/s mode, the data stream is split into two parallel data streams (all even bits in one stream, all odd in the other). Each stream is then convolutionally encoded with the same rate ½ code, and this stream is then encoded with a (233,255) Reed-Solomon code with field generator polynomial
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For the 480Mbit/s mode, the data stream is split into four parallel streams, (all bits with index 0,1,2,3 (mod 4), respectively). The rate ½ convolutional code is punctured to give the desired coded data rate.

IV.3 Frame format and preambles

IV.3.1 PHY frame format

A frame consists of the 

1. Preamble (synchronization and channel estimation sequence)

2. PHY header

3. MAC header

4. header check sequence (see Sec. IV.1.6)

5. payload and frame check sequence

6. stuff bits

7. tail bits

IV.3.2 PHY preamble

The form of the channel estimation sequence is a repetition of the following TH sequence
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where chip duration, 
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The repetition structure can be seen from the figure below
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IV.3.3 PHY header

The PHY header contains information about

1. the number of data octets in each of the subbands

2. the time hopping sequence and phase randomization sequence

3. the data rate

the PHY header always uses BPSK as modulation format. The information in it is encoded with both a CRC sequence and the ½ rate convolutional code described in Sec. IV.2

IV.3.4 Scrambling

The data whitener of IEEE 802.15.3 is used.

IV.3.5 Stuff bits

If the number of encoded bits in the block is not an integer divider of 8096/15, we stuff with alternating 1 and 0 until such a number is reached. The actual number of bits to be transmitted in each subband, and the data rate associated with it, is transmitted in the system header.

IV.3.6 Tail symbols  

At the end of the data block, a sequence of six (6) symbols “1” are added, to force the convolutional coder to a defined state.


V. MAC-LAYER CHANGE REQUIREMENTS

    The system includes a feedback link, so that after each frame, a short reply message is sent to the transmitter. It includes information about whether the transmission was successful (FCS correct), power control, and information about signal-to interference ratios in the different subbands, as well as optional information about signals from different antennas for multiple-antenna systems. The same information is transmitted in every subband. Additionally, we transmit for each subband separately the settings of the FIR filter used for the generation of the basis functions (see Sec.IV.1). The modulation format is QPSK, the coder is the standard rate ½ convolutional encoder, plus an additional CRC check.

This feedback channel is not specified in the current 802.15 specs, and will have to be added for the new standard. 


VI. EVALUATION OF PERFORMANCE CRITERIA

This section presents the evaluation of the performance according to the selection criteria document of IEEE 802.15.3a. Simulation results were obtained using the MATLAB programming language.

VI.1. Unit Manufacturing Cost/Complexity

The proposed solution is low-cost, with a manufacturing complexity on the order of a Bluetooth transceiver. In the following, we give the estimated costs in terms of chip area (for analogue components) and gate count (digital components) for a 110Mbit/s transceiver

•transmitter
–Digital: 
•Coders


100k gates 

•timing logic


<100k gates 

–Analogue

•Pulse generators (4):
0.6mm2
•Polarity scramblers

0.04mm2
•Summers


0.04mm2

•receiver
–Digital: 

•Viterbi Decoder

100k gates 

•timing logic


<100k gates

•MMSE equalizer
 
50k gates 

•Rake finger weighting 

     and summing

<50k gates

–Analogue

•LNA (11dB SNR)

0.05mm2
•Pulse generators (2*10):
3.2mm2
•Polarity descramblers
0.04mm2
•Low-pass filters

0.48mm2
•Summers


0.04mm2
Thus, the total die size for the analogue part is less than 10 mm2, while the digital part requires less than 500k gates. In both cases, 0.18micron CMOS technology is sufficient.

For the antenna, 20cm2 size for a printed antenna is a realistic value. This requirement is, however, independent of the used modulation and multiple access technology, and just depends on which frequency band is covered by the transmitted and received signals.

VI.2 Link budget

	Parameter
	Value
	
	

	Throughput (Rb)
	> 110 Mb/s
	200Mb/s
	480Mbit/s

	Average Tx power (
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	20 dB at d=10 meters
	12 dB at d=4 meters
	20 dB at d=4 meters

	Rx antenna gain (
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	Rx power (
[image: image106.wmf]2

1

L

L

G

G

P

P

R

T

T

R

-

-

+

+

=

 (dB))
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	Average noise power per bit (
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	Rx Noise Figure Referred to the Antenna Terminal (
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	Minimum Eb/N0 (S)
	4 dB
	4 dB
	4 dB

	Implementation Loss2 (I)
	3 dB
	3 dB
	3 dB

	Link Margin (
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	3.7 dB
	9.1 dB
	5.3 dB

	Proposed Min. Rx Sensitivity Level3
	-78.9 dBm
	-70.9 dBm
	-70.9 dBm


VI.3 System Performance

According to the selection criteria document, system performance refers to the ability of the system to successfully acquire and demodulate data packets at the required data rates and bit and packet error rates, both in the free space AWGN channel and in the multipath channels specified by the channel model document
Packet error rate of the four channel models
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Figure 1 Packet error rate as function of distance for 110Mbit/s mode
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Figure 2 PER as a function of distance for 200Mbit/s mode
Probability of link success
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Figure 3 Probability of link success as function of distance for 110Mbit/s mode
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Figure 4 Probability of link success for 200Mbit/s mode
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Figure 5 90% outage probability vs. Eb/N0 for 110Mbit/s mode
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Figure 6 90% outage probability vs. Eb/N0 for 200Mbit/s mode
Sensitivity for 110Mbit/s mode: 

	AWGN
	13 m

	Cm1
	6.8 m

	Cm2
	6.2 m

	Cm3
	5.3 m

	Cm4
	5.0 m


Sensitivity for 200Mbit/s mode: 

	AWGN
	9.2 m

	Cm1
	4.5 m

	Cm2
	3.2 m

	Cm3
	

	Cm4
	


VI.4 Interference susceptibility

In this section, we present results for the susceptibility of our system to interference from other systems. In all cases, the results are given for the following cases:

(i) AWGN channel, desired transmitter at 10m distance (for the 110Mbit/s mode); at 4m distance (for the 200Mbit/s mode); at 4m distance (for the 480Mbit/s mode). Interferer is moved closer, until the PER exceeds 8%. This distance is given as dint-A,110, dint-A,200, and dint-A,480, respectively.

(ii) AWGN channel, desired transmitter is received at 6dB above sensitivity (different for the 3 data modes). Interferer is moved closer, until the PER exceeds 8%. This distance is given as dint-B,110, dint-B,200, and dint-B,480, respectively.

(iii) channel models 1-4. As our system does not achieve 90% lin success probability at 10m distance for CM1-4, we only analyze the case that the desired signal is received “6dB above sensitivity”. Although “sensitivity” is not defined for a delay-dispersive channel, we use here a logical extension: we first determine the distance at which the 90% link success is achieved for a specific channel model. We then halve this distance (for free-space pathloss, this adds 6dB to the received power), and let the transmitter now operate at this new distance. Then, we again move in an interferer and determine at which distance it deteriorates the desired link (so that the PER there increases above 8%). These distances are called dint-CMx,110, dint-CMx,200,and dint-CMx,480,
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VI.4.1 Microwave oven

The microwave oven is modeled as transmitting at an EIRP of 100 mW with an active period of 8 ms, followed by a dormant period of 8 ms. That is, during the active period the transmit power is 100 mW and during the dormant period the transmit power is 0 mW. During the active period, the microwave oven output can be modeled as a continuous wave interferer with a frequency that moves over a few MHz. At the beginning of the active period, the frequency is 2452 MHz, and at the end of the active period, the frequency is 2458 MHz. There is a continuous sweep in frequency as the active period progresses in time. 
	 
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	


VI.4.2 802.11b and 802.15.3 devices

These devices are modeled with the following parameters:

	Center frequency
	2.4 GHz

	Baud rate
	11 MHz

	Modulation 
	QPSK

	Tx power
	20 dBm

	Tx antenna gain
	0 dBi (handset)

	Path loss (1) at 1 meter
	40 dB

	          (2) at 0.3 meters
	29.6 dB

	Rx power (1) at 1 meter
	-20 dBm

	           (2) at 0.3 meters
	-9.6 dBm


 This results in the following maximum distances for our system

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	


VI.4.3 802.11a devices

The 802.11a transmitter is modeled with the following parameters

	Center frequency
	5.3 GHz

	Baud rate
	16.6 MHz

	Modulation

     Number of carriers

     Carrier spacing
	BPSK OFDM

52

312.5 KHz

	Tx power
	15 dBm

	Tx antenna gain
	0 dBi (handset)

	Path loss (1) at 1 meter
	46.9 dB

	          (2) at 0.3 meters
	36.5 dB

	Rx power (1) at 1 meter
	-31.9 dBm

	           (2) at 0.3 meters
	-21.5 dBm



	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	


VI.4.4 802.15.4 Devices

These transmitters are modeled the following way

	Center frequency
	868 MHz
	915 MHz
	2.450 GHz

	Chip rate
	300 kc/s
	600 kc/s
	1.0 Mc/s

	Modulation
	BPSK
	BPSK
	O-QPSK

	Tx power
	0 dBm
	0 dBm
	 0 dBm

	Tx antenna gain
	0 dBi
	0 dBi
	0 dBi

	Path loss (1) at 1 meter
	31.2 dB
	31.7 dB
	40.2 dB 

	          (2) at 0.3 meters
	20.8 dB
	21.2 dB
	 29.8 dB

	Rx power (1) at 1 meter
	-31.2 dBm
	-31.7 dBm
	-40.2 dBm 

	           (2) at 0.3 meters
	-20.8 dBm
	-21.2 dBm
	 -29.8 dBm



	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	


VI.4.5 Admissible distances
110Mbit/s – channel of test link: AWGN and CM 1
[image: image126.emf]adj.weightlow-passfilterprogrammablepulse gen.programmablepulse gen.programmablepulse gen.rake fingerlow-passfilterlow-passfilteradj.weightadj.weightsample& A/Dsample& A/Dsample& A/Dsample timingcontrollerpulse sequencecontrollerDemultiplexerDemultiplexerDemultiplexerSummer


Test link: CM 2
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VI.5 Coexistence

The selection criteria document stipulates that in order to simplify the selection criteria, the Interfering Average Power generated by the P802.15.3a transmitter and measured in the relevant bandwidth of the victim receiver at any frequency at which that receiver operates should be used as a parameter to evaluate the coexistence capability of the proposed PHY. We compute the interfering power at a distance of 1m (for 0.3m, it is just scaled by 8dB for all receivers). We compare that power with the desired values as specified in the selection criteria document, and also with the maximum power that is admissible according to the FCC mask. We see that when following the FCC mask, a UWB transmitter can lead to serious disturbance of an 802.11a system. We have, however, shaped our spectrum to greatly reduce that interference, so that an 802.11a and a UWB transmitter can operate in close vicinity.


VI.6 Multiple piconets

In this section, we describe the capability of our system to deal with the multiple piconets.
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Figure 7 Simultaneous piconets when interfering piconet is in CM1, 110 Mbit/s mode
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Figure 8 PER as function of distance for simultaneous piconets when interfering piconet is in CM1, 200Mbit/s  mode
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Figure 9 Performance for simultaneous piconets when interfering piconet is in CM 3 for 110Mbit/s mode
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Figure 10 Performance for simultaneous piconets
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Figure 11 PER for simultaneous piconets when interfering link is in CM 4
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Figure 12 PER as function for 200Mbit/s mode.
We have the following values of dint for these simulations (for the 110Mbit/s mode): 

	Test link
	uncoordinated piconet
	dint

	AWGN
	AWGN
	< 0.5 m

	20 first realizations of cm1
	21st realization of cm1
	0.9 m

	20 first realizations of cm2
	21st realization of cm1
	0.9 m

	20 first realizations of cm3
	21st realization of cm1
	1.1 m

	20 first realizations of cm4
	21st realization of cm1
	1.4 m

	20 first realizations of cm1
	21st realization of cm3
	0.9 m

	20 first realizations of cm2
	21st realization of cm3
	0.9 m

	20 first realizations of cm3
	21st realization of cm3
	1.2 m

	20 first realizations of cm4
	21st realization of cm3
	1.4 m

	20 first realizations of cm1
	21st realization of cm4
	0.95 m

	20 first realizations of cm2
	21st realization of cm4
	1.0 m

	20 first realizations of cm3
	21st realization of cm4
	1.4 m

	20 first realizations of cm4
	21st realization of cm4
	1.4 m


VI.7 Power consumption

VI.8 Manufacturability and Time to market

As mentioned above, the device requires a chip area and gatecount that is comparable to a Bluetooth transceiver. As the applied technology is 0.18 micron, most foundries will immediately be able to manufacture devices according to the suggested new standard. Broadband antennas of reasonable dimensions are also already available. 

VI.9 Regulatory impact

The proposed standard conforms to the restrictions imposed by the FCC on ultrawideband systems, and thus does not require requests for modifications. Even more importantly, the “spectral shaping” technique presented in Sec. III.4 allows to modify the spectrum in software, according to, e.g., different regional requirements. Devices can have a factory- presetting according to the geographical region in which they will be used.

The proposed standard can thus easily adjust to the different requirements that future regulatory decisions in Europe, Japan, and other regions might require.

VI.11 Size requirements

The size requirements are essentially determined by antenna and the battery.

VI.12 Self-evaluation matrix

General Solution Criteria

	CRITERIA
	REF.
	IMPORTANCE

LEVEL
	PROPOSER RESPONSE

	Unit Manufacturing Complexity (UMC)
	3.1
	B
	Comparable to Bluetooth



	Signal Robustness

	Interference And Susceptibility
	3.2.2
	A
	No noticeable impact by interferers

	Coexistence
	3.2.3
	A
	Does not disturb at 1m distance

	Technical Feasibility
	
	
	

	Manufacturability
	3.3.1
	A
	Cost comparable to Bluetooth



	Time To Market
	3.3.2
	A
	Uses technology that is available now



	   Regulatory Impact
	3.3.3
	A
	Fulfills FCC requirements

Built-in flexibility for future European and Japanese standards

	Scalability (i.e. Payload Bit Rate/Data Throughput, Channelization – physical or coded, Complexity, Range, Frequencies of Operation, Bandwidth of Operation, Power Consumption)
	3.4
	A
	Scalability by variable spreading factor (for data rates (110Mbit/s)

Multicode transmission (for >110Mbit/s)

	Location Awareness
	3.5
	C
	Could be added




PHY Protocol Criteria

	CRITERIA
	REF.
	IMPORTANCE 

LEVEL
	PROPOSER RESPONSE

	Size And Form Factor
	5.1
	B
	Determined by antenna

and battery

	PHY-SAP Payload Bit Rate & Data Throughput

	Payload Bit Rate
	5.2.1
	A
	110Mbit/s (?)



	PHY-SAP Data Throughput
	5.2.2
	A
	80Mbit/s 



	Simultaneously Operating Piconets
	5.3
	A
	Minimum distance 

	Signal Acquisition
	5.4
	A
	<12 microseconds



	Link Budget
	5.5
	A
	3dB link margin in AWGN at 10m



	Sensitivity
	5.6
	A
	-79dBm



	Multi-Path Immunity
	5.7
	A
	Multipath penalty <7dB



	Power Management Modes
	5.8
	B
	(i) active

(ii) standby

	Power Consumption
	5.9
	A
	

	Antenna Practicality
	5.10
	B
	Suggested antenna in use today




MAC Protocol Enhancement Criteria

	CRITERIA
	REF.
	IMPORTANCE 

LEVEL
	PROPOSER RESPONSE

	MAC Enhancements And Modifications 
	4.1.
	C
	


VII. SUMMARY AND CONCLUSIONS

We presented a proposal for a high-data-rate communications standard based on ultrawideband time-hopping impulse radio technology. The proposal has the following key features:

· all A/D conversions and digital processing is done at a rate of at most 220Msamples/s. 

· a new training structure allows to extract all relevant channel information even with the low-speed A/D converters

· acquisition is accelerated by “serial block search” and “average block search” techniques

· a new spectral shaping technique, which does not require bandpass or bandblock filters, allows to adjust the spectrum to different regulatory requirements, suppress interference to sensitive systems (especially IEEE 802.11a), and mitigate interference from other systems.

· the system can be realized in CMOS 0.18 micron technology, which allows a low-cost implementation and fast time to market.
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