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1
Introduction

[Editor notes: NEW common text for IMT-Advanced should be incorporated.] 

2
Scope

This [Recommendation/Report] provides guidelines for both the procedure and the criteria (technical, spectrum and service) to be used in evaluating RITs for a number of reference scenarios, test environments and deployment models. These test environments, defined herein, are chosen to simulate closely the more stringent radio operating environments. The evaluation procedure is designed in such a way that the impact of the candidate RITs on the overall performance and economics of IMT-Advanced may be fairly and equally assessed on a technical basis. It ensures that the overall IMT-Advanced objectives are met.

The [Recommendation/Report] provides, for proponents and developers of RITs, the common base for the self and external evaluation of RITs and system aspects impacting the radio performance.

This [Recommendation/Report] allows a degree of freedom so as to encompass new technologies.

The actual selection of the RITs for IMT-Advanced is outside the scope of this [Recommendation/Report]. 

3 Structure of the Recommendation/Report

Section 5 outlines the RIT considerations and identifies the transmission dependent part of the radio interface considered in the evaluation procedure. Section 6 defines the criteria for evaluating the RITs and section 7 references the tests environments under which the candidate RITs are evaluated. Section 8 outlines the overall procedure for evaluating the RITs. Section 9 gives details on evaluation methodology. Section 10 describes the detail evaluation approach.

The following Annexes form part of this Recommendation:

Annex 1:
Radio interface technologies description template

Annex 2:
Test environments and deployment models

Annex 3:
Requirements for assessment of candidate technologies

4
Related Documents

5
Radio interface technology considerations

[Editors note Text developed for IMT.TECH and perhaps also annex 4 of circular letter should be referenced here.]

[Editor’s note: WG-SERV provided the following text for this section.]
[Content from Doc. 8F/1287(D)]

Service parameter values for service classes

The following values should be used to represent the service classes in the evaluation of proposals against the requirement to support a wide range of services. 

Table 1

Service classification and service parameters

	User Experience Class
	Service Class
	Service Parameters (Numerical Values)

	Conversational
	Basic conversational service
	Throughput:
	20 kbit/s

	
	
	Delay:
	50 ms

	
	Rich conversational 
service
	Throughput:
	5 Mbit/s

	
	
	Delay:
	20 ms

	
	Conversational 
low delay
	Throughput:
	150 kbit/s

	
	
	Delay:
	10 ms

	Streaming
	Streaming Live
	Throughput:
	2 – 50 Mbit/s

	
	
	Delay:
	100 ms

	
	Streaming Non-Live
	Throughput:
	2 – 50 Mbit/s

	
	
	Delay:
	1 s

	Interactive
	Interactive high delay
	Throughput:
	500 kbit/s

	
	
	Delay:
	200 ms

	
	Interactive low delay
	Throughput
	500 kbit/s

	
	
	Delay
	20 ms

	Background
	Background
	Throughput:
	5 – 50 Mbit/s

	
	
	Delay:
	< 2s


6
Characteristics and criteria chosen for evaluation

[Editors note Text developed for annexes 3-5 of circular letter should be referenced here.]

Areas to be evaluated

The evaluations are to cover the following areas:

· Compliance with minimum requirements

This area addresses the check for compliance of the proposal with the minimum criteria.

· Spectrum usage related functionalities

This area addresses the evaluation of spectrum usage related functionalities, such as paired 
and unpaired operation, spectrum sharing mechanisms and bandwidth scalability, according 
to the relevant requirements of IMT-Advanced

· System performance related to the specified test scenarios

This area addresses the evaluation of the performance of the proposals in the different test environments in terms of specific metrics

· [Complexity of technology]

[This area addresses the impact of a given RIT on complexity of implementation (equipment, infrastructure, installation, etc.) i.e., the less complex the better. In order to achieve the minimum cost and best reliability of equipment, the technologies selected should have a level of complexity consistent with the state of technology, the desired service objectives and the radio environment. Some technologies have several possible methods of implementation which allow a compromise between complexity/cost and performance.]

· Deployment cost

[Editors note: contributions are needed to clarify this issue especially on how the evaluation could be performed and relevant issues.]

Although detailed and quantitative assessment of deployment costs is considered infeasible, it is considered important to understand the capability of an IMT-Advanced system proposal to be in a wide range of economic conditions. The enablers and functionalities supporting flexible roll-out and cost-efficient network deployment shall therefore be included in the evaluation.

The evaluation criteria used to determine the throughput and other performance, general and minimum, of the proposals. Their use is two fold, first of all they are used to verify that the proposal meets the minimum requirements. Secondly they are used to obtain further insight in the performance of the technology proposal.

6.1 General characteristics and criteria

Services

[Incorporation of proposals from Service linked document]

[Editors note: Text elements from WG Service for Annex 7]

[Content from 8F/1287(D)]

[Editor’s note: This paragraph and its sub-paragraphs are still under consideration within 
SWG IMT.SERV.]

· Throughput-related Satisfied User Criterion

The requirement of a service class on user throughput is defined based on the value of the Cumulative Distribution Function (CDF) of the average user throughput that is exceeded by 95% 
of the users.

· Delay-related Satisfied User Criterion

The requirement of a service class on system packet delay is defined based on the 95th percentile 
of the CDF of all individual user’s 95th packet delay percentiles (i.e., first for each user the 95th percentile of the packet delay CDF needs to be determined, and then the [95]% percentile of the CDF that describes the distribution of the individual user delay percentiles is obtained) 

· Service-Class-related Satisfied User Criterion

Satisfactory provision of a service class to the user is assumed in evaluations as long as the service class requirements for user throughput and the service class requirement for user plane packet delay are simultaneously met.

Technical performance 

[Incorporation of proposals from IMT.TECH]

[Editors note: source [Doc. 8F/1257, NZ], the characteristics as listed below need further explanation.]

[The technical characteristics chosen for evaluation are explained in detail in [the working document towards a Preliminary Draft New Report on Requirements Related to Technical System Performance for IMT-Advanced Radio Interface(s) [IMT.TECH]] are listed below:

· Peak data rates

· Coverage of data rates over the cell area

· Cell edge data rates

· Area spectrum efficiency

· Spectrum efficiency/ Coverage efficiency

· Technology complexity

· Quality for each required class of service;

· Service Types

· Flexibility of radio interface

· Implication on network interfaces

· Cell Coverage

· Power efficiency

· Spectrum compatibility

· Mobility]

Spectrum related issues 

[Incorporation of proposals from Spectrum linked document]
Operation and performance in different carrier frequencies identified for IMT-Advanced should be investigated in different test scenarios in order to further diversify the evaluations. However, it is understood that higher carrier frequencies typically pose more challenges on coverage.

6.2
Minimum characteristics and criteria

Services

[Incorporation of proposals from Service linked document]

Technical performance 

[Incorporation of proposals from IMT.TECH]

Spectrum related issues 

[Editors note: Text elements from DG Spectrum CL on spectrum matters for Annex 7.]

The following is the list of criteria and attributes to be used in evaluations in candidate RITs. 
It is identified which attributes can be described qualitatively (q) and quantitatively (Q). 
When more than one candidate RIT is evaluated, it is useful to provide evaluation summaries for each evaluation criteria. A criteria evaluation summary may be difficult to make when both qualitative and quantitative attributes must be considered and when each technical attribute may have different relative importance with the overall evaluation criteria. To facilitate such criteria evaluation summaries, the importance or relative ranking of the various technical attributes within each evaluation criteria is identified by giving a grouping G1 (most important), G2, G3, G4 
(least important).

Criteria and attributes for candidate RITs

	
Index
	
Criteria and attributes
	Q
or 
q
	
Gn
	Related attributes
in Annex 6

	z.z.1
	Spectrum related matters

	z.z.1.1
	Flexibility in the use of the frequency band

The proponents should provide the necessary information related to this topic (e.g., possibility to utilize the various bands identified for [IMT-2000/IMT-Advanced/IMT] alone or simultaneously, handling of asymmetric services, usage of non-paired band).
	Q
	G1
	y.y.1

y.y.2

y.y.5


	z.z.1.2
	Capability to coexist / share the spectrum with ITU-R primary services [tbd] in the  bands [tbd].

[Note: to be specified after the WRC-07.]

The proponent should describe technical solutions to enable sharing when restrictions on the deployment are required from other primary services prospective. These solutions could be geographical/physical or related to advanced spectrum features. The proponent should be able to implement the appropriate mitigation techniques.
	Q
and
Q
	G1
	y.y.3

	z.z.1.3
	Spectrum sharing capabilities

The proponent should indicate how global spectrum allocation can be shared between networks and cell types.

The following aspects may be detailed:

· means for spectrum sharing between networks,

· guardbands.
	Q
and
Q
	G4
	y.y.4

	z.z.1.4
	Minimum frequency band necessary to operate the system.

Supporting technical information:

· impact of the frequency reuse pattern,

· bandwidth necessary to carry high peak data rate

· solutions provided for operation on the limited bandwidth.
	Q
and
q
	G1
	y.y.2


7 Selected test environments and deployment models for evaluation

This section describes the reference scenarios (test environments and deployment models) 
and channel models necessary to elaborate the performance figures of candidate radio interface 
for IMT-Advanced.
These test environments are intended to cover the range of IMT-Advanced operating environments. The necessary parameters to identify the reference models include the test propagation environments, traffic conditions, user information rate for prototype voice and data services, and the objective performance criteria for each test operating environment. The test operating environments are considered as a basic factor in the evaluation process of the radio interface technologies. The reference models are used to estimate the critical aspects, such as the spectrum, coverage and power efficiencies. This estimation will be based on system-level calculations and simulations and link-level software simulations using channel and traffic models.
7.1 The test environment

The predefined test environments are used in order to specify the environments of the requirements for the technology proposals. IMT-Advanced is to cover a wide range of performance in a wide range of environments. [A thorough testing and evaluation is prohibitive.] The test environments have therefore be chosen such that typical and different deployment are modelled and critical questions in system design and performance can be investigated. Focus is thus on scenarios testing limits of performance related to capacity and user mobility.

The test environments for IMT-Advanced are the following:

· Base coverage urban: an urban macro-cellular environment targeting to continuous coverage for pedestrian up to fast vehicular users in built-up areas. 
· Microcellular: an urban micro-cellular environment with higher user density focusing on pedestrian and slow vehicular users
· Indoor: an indoor environment targeting isolated cells at offices and/or in hotspot based on stationary and pedestrian users.
· High speed: macro cells environment with high speed vehicular and trains.
Three of these test environments are rather similar to the ones that were used for IMT-2000, “Indoor Office, Outdoor to Indoor and pedestrian and finally Vehicular

Differentiation of the test environments is achieved based on BS height (above rooftop in base coverage urban and high-speed, below rooftop in microcellular, and ceiling-mounted for indoor), 
as well as based on the user mobility (ranging from stationary in indoor to [very high speed / 350 km/h] in high-speed test environment).

Different environments and the associated propagation effects also offer different opportunities to benefit from spatial processing. The channel models to be used are able to model these effects in a highly realistic manner. Consequently different antenna configurations with respect to sectorisation, number of antenna elements, and antenna element spacing should be used in the test environments to be able to gain insight in the proposals' capabilities to support beamforming, spatial diversity, SDMA, spatial multiplexing, and associated spatial interference mitigation techniques.

The details about the test environments can be found in the Annex 2.

[Editors note: discussion on the issue below is encouraged for future meeting.]

[In the Annex 2 it proposes several scenarios for most of the test environments. To simplify the simulations, only one to two scenarios per test environment is selected for the basic simulations. The scenarios should be:

· Macro-cell for Base coverage urban;

-
Micro-cell (including relays) for Microcellular;

-
Indoor office and indoor hotspot for Indoor; and

-
Moving Network for High speed test environment.]

7.2
Channel model approach for evaluations of proposed IMT-Advanced air interface technologies

Realistic system performance cannot be evaluated by single link simulations. Even single link performance is dependent on other links due to influence of advanced RRM algorithms, interference generated by other links etc. Adequate link level (single link only) channel models exist in both groups described above on sections 3 and 4. Multi-link models for system level evaluations have been developed only in the family of geometry based stochastic channel models. Geometric approach supports multi-link modelling whilst correlation matrix based models are more fixed and applicable on for single link. Thus for evaluations of proposed IMT-Advanced air interface technologies recommend the geometry based stochastic approach.

 [Time-spatial propagation models can consists of long-term time-spatial profile, short-term time-spatial profile, and instantaneous time-spatial profile (Figure [A2-1-1]), and can be modeled with limited number of parameters as shown in Appendix 1 in Annex 2.]
The channel model is a geometry-based stochastic model. It can also be called double directional channel model. It does not explicitly specify the locations of the scatters, but rather the directions of the rays, like the well-known SCM model [1]. Geometry-based modeling of the radio channel enables separation of propagation parameters and antennas. 

The channel parameters for individual snapshots are determined stochastically, based on statistical distributions extracted from channel measurements. Antenna geometries and radiation patterns can be defined properly by the user of the model. Channel realizations are generated with geometrical principle by summing contributions of rays (plane waves) with specific small scale parameters like delay, power, angle-of-arrival (AoA) and angle-of-departure (AoD). Superposition results to correlation between antenna elements and temporal fading with geometry dependent Doppler spectrum. 

A number of rays constitute a cluster. In the terminology of this document we equate the cluster with a propagation path diffused in space, either or both in delay and angle domains. Elements of the MIMO channel, i.e. antenna arrays at both link ends and propagation paths, are illustrated in Figure 1. 
Figure 1
The MIMO channel
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Transfer matrix of the MIMO channel is
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It is composed of antenna array response matrices Ftx for the transmitter, Frx for the receiver and the propagation channel response matrix hn for cluster n as follows
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(2)

The channel from Tx antenna element s to Rx element u for cluster n is
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[Editor Note: Check the equation 3 for parameters for Tx & Rx angles.]

[Editor Note: Japan Doc. 1244 should consider how to MIMO channel model coefficient can be generated efficiently in a simulation as an alternative in Eq. (3). Generation of polarized coefficients should be explained.]

where Frx,u,V and Frx,u,H are the antenna element u field patterns for vertical and horizontal polarizations respectively, n,m,VV and n,m,VH are the complex gains of vertical-to-vertical and vertical-to-horizontal polarizations of ray n,m respectively. Further 0 is the wave length on carrier frequency, 
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 are the location vectors of element s and u respectively, and n,m is the Doppler frequency component of ray n,m. If the radio channel is modelled as dynamic, all the above mentioned small scale parameters are time variant, i.e. function of t.

The proposal includes the complete model that will be called hereafter primary model, and a reduced variability model with fixed parameters. The latter is called Clustered Delay Line (CDL) model. Both are described briefly below.

[Editorial note: “Primary model” term is ambiguous. We suggest to rename “primary”.]

7.2.1
[Primary] Models

Primary models are double-directional geometry-based stochastic model. They are system level
 models in the meaning used e.g., in SCM model [1], which can describe infinite number of propagation environment realizations for single or multiple radio links for all the defined scenarios for arbitrary antenna configurations, with one mathematical framework by different parameter sets. Primary model is a stochastic model with two (or three) levels of randomness. At first, large scale (LS) parameters like shadow fading, delay and angular spreads are drawn randomly from tabulated distribution functions. Next, the small scale parameters like delays, powers and directions of arrival and departure are drawn randomly according to tabulated distribution functions and random LS parameters (second moments). At this stage geometric setup is fixed and only free variables are the random initial phases of the scatterers. By picking (randomly) different initial phases, an infinite number of different realizations of the model can be generated. When also the initial phases are fixed, there is no further randomness left.

7.2.2
Reduced Variability Models

The concept of Clustered Delay Line (CDL) models is a spatial extension of tapped delay line (TDL) models. TDL models contain usually power, delay and Doppler spectrum information for the taps. CDL models define power, delay and angular information. Doppler is not explicitly defined, because it is determined by power and angular information combined with array characteristics.

The CDL approach fixes all the parameters, except the phases of the rays, although other alternatives can be considered:

-
the main direction of the rays can be made variable,

-
a set of reference antenna geometries and antenna patterns can be proposed,

-
relation to correlation-matrix based models can be introduced. Such models may be of use when performing link-level simulations e.g., for setting receiver performance requirements, in co-existence studies, or when comparing details of closed-loop transmission methods.

7.2.3
Time Dependent Simulations

7.2.3.1
Drop Concept

The proposed primary models are based on drop concept. When using the model the simulation of the system behaviour is carried out as a sequence of “drops”, where a “drop” is defined as one simulation run over a certain time period. Drop (or snap-shot) is a simulation entity, where the random properties of the channel remain constant, except the fast fading caused by the changing phases of the rays. Such properties are e.g. the powers, delays and directions of the rays. This approach is similar as used in the 3GPP SCM model. In a simulation the length of the drop has to be selected properly by the user. The primary model allows the user to simulate over several drops as desired to get statistically representative results. Consecutive drops can be independent or correlated, as desired. However, independent drops are the default. The CDL models have fixed parameters, so that the simulation consists of only a single drop.

7.2.3.2
Time-Evolution

In addition to the simulation method based on non-correlated drops described in Section 7.2.3.1, it is possible to simulate cases where the adjacent drops are correlated. This allows for the time evolution in the simulation. The time-evolution is based on birth-death process of the clusters (paths) during the simulation and can be taken into account based on the Markov chain approach. Detailed description of this is given in Appendix 2 of Annex 2.

[Editor Note: Time-evolution parameters need to be extracted in the later stage hopefully before next meeting.]

7.2.4
Scenario and Environment Dependent Simulations

7.2.4.1
Scenario Dependent Simulations

The channel models are adapted to different scenarios by different parameter sets. In addition there are two types of models as regards the location of the transmitters and receivers. Most models apply the conventional way of placing the equipment, where the only location parameter is the distance between transmitter and receiver, later called non-grid-based models. The other group of our models is grid-based. This means that there is a grid of streets or a building lay-out or both, where the transmitters and receivers can be located e.g., by Cartesian coordinates.

7.2.4.2
Street-Angle Dependent Simulations

Additionally, street-angle could also be taken into consideration for simulations due to its effect on the angular spread values. As reported in Appendix 3 of Annex 2, larger street-angle values will cause larger angular spread. 

7.2.5
Simulation of Relays

It is possible to simulate also relay-based lay-outs with the proposed channel models. The link from a relay to a mobile station can be modeled with the same models as the conventional link from a base-station to a mobile station. The links from base-stations to relay-stations can be modeled with conventional links, but using raised antenna heights and modified Doppler spectra.

7.2.6
How the model can be used in IMT-Advanced evaluations

Channel models are crucial in performance evaluations of wireless systems. Path loss and shadowing have significant impact on cell size, angular spread affects to MIMO gain, spatial diversity and beam forming gain. Delay spread causes inter-symbol-interference and can be exploited by frequency diversity. High cross-polarization ratio makes it possible to use polarization diversity. And so on.

The proposed models can be used in IMT-Advanced evaluations in different environments, e.g., indoor, microcellular, base coverage urban, and high-speed environments.

Further details can be found in the Annex 2.

[Editors note: Text elements from WG Service for Annex 7]

[Content from Doc. 8F/1287(D)]

7.3
Service Classes to be used for definition of evaluation criteria

[Editor’s note: This paragraph is still under consideration within SWG IMT.SERV.]

A selection of service classes defined in IMT.SERV is proposed to be used for the definition of service-related evaluation criteria. The evaluation criterion that is associated to each service class is the number of satisfied users (i.e., the number of users that can be present in the system under fulfilment of the Service Class-related satisfied user criterion as defined in Sec. 1.3 above, and the corresponding values in Table 3.

The selection of service classes made here aims at a sufficient, representative evaluation as well as a reasonable complexity of the evaluation process and number of different test cases to be considered. The service classes are selected in order to obtain a sufficiently complete evaluation of the system performance from a user’s perspective; the selection of service classes is not expressing preferred functional design choices. Table 1 presents service classes to be evaluated. 

Table 1

Satisfied User Criteria for the different Service Classes 
and the Test Environments where they should be evaluated [This table is still under consideration within SWG IMT.SERV]

	Service Class
	Test Environments

	
	Indoor
	Microcellular
	Base coverage Urban
	High speed

	Basic Conversational


	VoIP traffic / 

[20] kbit/s per user / 

Delay < [50] ms
	VoIP traffic / 

[20] kbit/s per user / 

Delay < [50] ms
	VoIP traffic / 

[20] kbit/s per user /

 Delay < [50] ms
	VoIP traffic / 

[20] kbit/s per user /

 Delay < [50] ms

	Background
	Full Buffer /

[5]-[50] Mbit/s per user
	Full Buffer /

[5]-[50] Mbit/s per user
	Full Buffer /

[5]-[50] Mbit/s per user
	Full Buffer/

[5]-[50] Mbit/s  per user


The traffic models required to perform the evaluation are to be specified in [IMT.EVAL].

8
Guidelines for evaluating the radio interface technologies by independent 
evaluation groups

[Editor’s note Text developed for annex 2 of circular letter should be referenced here.]

[Editors note M.[IMT.EVAL] provides guidelines for both the procedure and the criteria to be used in evaluating[ the technology part of RITs] for a number of test environments]. 

These principles are to be followed when evaluating radio interface technologies for 
IMT-Advanced:

[Editor notes: The evaluation guidelines, while taking account of the full range of service capabilities described in IMT.SERV, shall not emphasise a particular market need or particular sub-set of service requirements.]

[Editor notes: The conditions to select from shall be defined in IMT.EVAL and the Circular Letter.]

· [Evaluations shall be carried out for test environments suitable for the operational environments identified in the proposed RIT]

· All test environments should be considered equally within IMT.EVAL and Annex 7 of the Circular Letter, [but that does not imply that proposals have to be evaluated in all environments.] [However, evaluation in multiple test environments is preferred, recognizing that the test environments are still being defined.]
· [Evaluations shall be carried out for test environments suitable for the operational environments identified in the proposed RIT]
· The evaluations of proposals shall be qualitative and quantitative

[Editor note: need additional information from IMT Tech on conformance check list.]

· Each technology proposal shall be evaluated by at least one external evaluator group.

Evaluation groups and evaluation options

The following main options are foreseen for the groups doing the evaluations.

· An evaluation group evaluates a technology proposal which it has not prepared (Vertical evaluation). It should be possible that an external evaluation group can evaluate a complete technology proposal, based on the submitted technology proposal and the information in the IMT.EVAL, using its own simulation tools.

· An evaluation group evaluates several technology proposals or parts of them (Horizontal evaluation). Horizontal evaluations should be encouraged, as such evaluations can produce comparative information about the proposed technologies.

[Editors note: SWG-EVAL believes the following text should be considered in other part of [IMT.EVAL] and also other working document of IMT.Advanced. The evaluation methodology and guidelines may also apply to IMT-Advance technology proponents in self-evaluation.]
[A Proponent Group evaluates its own technology proposal (Self Evaluation). It can be expected that the Proponent Group can do this in parallel with the proposal preparation, and that the required information can be compiled with relatively small additional effort.]
9
Evaluation methodology

[Editors note- Text below moved from 8]

[The areas where simulations are to be used should be restricted to a minimum. The test scenarios are defined in such a detail, that each evaluator group can use its link level and system level simulators.]
[Editors note: The evaluation procedure should be as simple as possible.]

The Evaluation Methodology should include the following:

1) Candidate technologies should be evaluated using reproducible methods including computer   simulation.

2) Technical evaluation of the candidate technology made against each evaluation criterion for the test environments associated with its proposed deployment scenarios.

3) Objective criteria should be used when possible.

4) Candidate technologies should be evaluated based on technical descriptions that are submitted using a technologies description template.

[Candidate technologies should be evaluated for its ability to provide for the following applications in its proposed deployment scenario:

	Service type
	Peak bit rate

	Very low rate data
	< 16 kbit/s

	Low rate data and low multimedia
	< 144 kbit/s

	Medium multimedia
	< 2 Mbit/s

	High multimedia
	< 30 Mbit/s

	Super-high multimedia
	30 Mbit/s to 100 Mbit/s/1 Gbit/s



And measuring the applications above should be established against predetermined QoS values as applicable speech and data values.]

[Editors note: source [Doc. 8F/1291, Finland]]

[Editors note; Spirit of text is agreed to but specifics will need to be refined once inputs from other group have been received.]

[Simulations as part of evaluations

Simulations are expected to be needed as part of the evaluations, Error! Reference source not found. indicates important blocks for the evaluation of IMT contributions. It enumerates several important blocks for the simulations.

Several functions, such as channel coding or link synchronisation can be evaluated at link level, either for AGWN or more realistic channel models, both for single input single output (SISO) or  multiple input multiple output (MIMO) systems. 

Due to the fact that state-of-the art radio interface technologies provide short-term adaptivity, multi-user scheduling and optimization, however, reliable system performance evaluations must be done on system level, where multiple users, links and base stations are modelled concurrently. A fundamental challenge is that due to such nature of radio interface technologies, these system-level investigations need to run with small time steps and need to model multi-antenna effects accurately. 

System-level simulations use link-level data, a model of the protocol stack, traffic models and test environment description as input and provide the required key performance indicators of the system.

While calibration at link-level is feasible and commonly done, it is virtually impossible to calibrate different system level simulation tools due to the inherent complexity and variety of possible implementations. This raises the problem of comparability of results obtained with different simulation tools. The following solutions and enablers exist:

· Use of unified methodology, software, and data sets wherever possible, e.g. in the area of channel modelling, link-level data, link-to-system-level interface, etc.

· Comparison of relative gains with respect to a simple test scenario that serves as baseline. The baseline should provide simplicity in order to facilitate identical results (e.g. simple non-opportunistic schedulers, such as a Round Robin scheduler, and simple multi-antenna case, e.g. 1x2 SIMO using a defined receiver processing, like maximum ratio combining (MRC))

· Direct comparison of multiple proposals using one simulation tool as proposed in Case C in Section Error! Reference source not found. above.

· Question-oriented working method that adapts the level of detail in modelling of specific functionalities according to the particu​lar requirements of the actual investigation

· Clear definition of key assessment criteria and the associated measurement procedures in IMT.EVAL

Error! Reference source not found. depicts several elements that are important when evaluating the different proposals. The performance of the proposals depends on the evaluation conditions. The test environments should provide a sufficient description of these conditions so that comparable results can be obtained without prescribing the various parameters in too much detail, the evaluation should be meaningful, with minimum complexity.

Important elements to be described for comparable scenarios are: channel models, protocols included in the evaluation, description of the particular scenarios (test environment), and the traffic models used for the different services.

Further there may be proposal dependent aspects that may have a strong impact on the system performance, an example of these is the scheduling algorithm, which may be optimised for different services.

In order to keep the evaluations feasible the simulator complexity should be kept to a minimum.

Figure 6.2
Illustration of important elements for simulation process
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In Figure 6.2 it is illustrated how the evaluation process could be implemented. Based on the description of the different technology proposals by the proponents and the selected channel models (depending on the test environment). The description by the proponents should be sufficiently detailed to assess the performance, but should be limited to the appropriate parameters, range and granularity. Link data is derived for the link-to-system interface. This data should be public so that different evaluation groups can (re)use the data and verify correct implementation The link-to-system interface allows abstractions of the physical layer at system-level simulations, which have the scope to model behaviour in multi-user and multi-cell scenarios including aspects of MAC and RLC.

The protocols included here should be kept to a minimum. The aim should be to keep the number of test cases limited, e.g. limit the number of states in the protocol, minimize the number of procedures, etc to the most relevant ones.

Depending on the test environments different mobility classes, network layouts (hexagonal, Manhattan grid, indoor) will be considered. In these descriptions also the antenna configurations should be included.

IMT-Advanced will support a large range of services and service capabilities. During the evaluation phase support for a wide range of service capabilities will be requested, however the performance itself should only be evaluated for a limited number of cases, likely candidates are: Best-Effort type traffic based on the full buffer assumption, and possibly Voice-over-IP since this is an important typical service to be supported. Numerical evaluation of mixed scenarios is not necessary as the additional information obtained from them is merely the feasibility of operating the network with such a specific mix. However, qualitative evaluation of the possibility to run a mix of services should be evaluated.

Different measurable output parameters as proposed in IMT.EVAL should be simulated. This includes for example delay, spectral efficiency and number of supported users. Important to keep in mind is the use the appropriate parameters, parameter ranges and granularity for the evaluation.]

[Editors note: for developing the evaluation criteria important topics to take into account include the following:

1. Minimize the number of options

2. No redundant mandatory features

3. Limit the number of necessary test cases]

[In all of the above environments, simulations should encompass not only single links, but also the effects of co-channel interference (other cell interference).]

[Editors note: Text elements from WG Service for Annex 7]

[Content from Doc. 8F/1287(D)]

Evaluation of Supported Service Classes

[Editors note: the following material may also be relevant to Annex 6 of the Circular Letter.]
The proponents are requested to evaluate the spectral efficiency of the Basic Conversational service class while fulfilling the satisfied user criterion as defined in Table 1.

Additionally the proponents are requested to evaluate the spectral efficiency of the Background service class using full buffers while fulfilling the satisfied user criterion.

10
Detailed Evaluation approach

[Editors note: source [Doc. 8F/1291, Finland] proposes to add a new section (below)]
[Editors note: Further study and contributions to this part are needed to finalize this part. Whether this part should be a section or part of an annex of [IMT.EVAL] may be decided later.]

[The test scenarios are intended to investigate system performance in different deployments and under different evaluation assumptions. In order to facilitate comparisons commonly used basic models of the environment are maintained, such as the well-known hexagonal layout, the so-called Manhattan grid, or an single-floor indoor scenario, as e.g. i m [UMTS30.03, TR25.814, W2D6137]

It is understood that IMT-Advanced systems may contain innovative features which enable network configurations and deployment different to those commonly used today. However, in order to allow comparisons across different IMT-Advanced proposals basic parameters for the test scenarios need to be specified. Table 7‑1 and Table 7‑2 contain a proposal for such parameters, based on the above-mentioned documents, which follow typical and practical assumptions commonly used in evaluation of IMT-2000 systems. As multi-hop is considered an important technology for 
IMT-Advanced, it is recommended that parameters for relays are also included in future updates.

Table 7‑1 

“Rural / High-speed” and “Base coverage Urban” system simulation baseline parameters 

	Parameter
	Rural / High-speed
	Base coverage Urban

	Layout
	Cellular, Hexagonal grid,
	Cellular, Hexagonal grid,

	Evaluated Service Profiles
	Full buffer best effort, VoIP

	Inter-site distance
	tbd
	tbd

	Carrier Frequency (CF)
	to be specified (depends on WRC 07)

	Bandwidth (BW)
	to be specified (depends on WRC 07)

	Channel Model
	defined in [IMT.EVAL]

	BS antenna height
	35 m, above rooftop
	25 m, above rooftop

	Number of BS antenna elements
	2
	4

	Total BS TX power (Ptotal)
	46dBm
	46dBm

	UT power class
	24dBm
	24dBm

	UT antenna system
	2 elements

Cross-polarised
	2 elements

Cross-polarised

	Inter-cell Interference Modelling
	tbd
	tbd

	User placement
	uniformly in entire area
100% UT outdoors in car
	uniformly in entire area

100% UT indoors

	User mobility model
	Fixed and identical speed |v| of all UTs,  direction uniformly distributed
	Fixed and identical speed |v| of all UTs,  direction uniformly distributed

	UT speeds of interest:

main (additional) options
	120km/h (350km/h, 30km/h, 3km/h)

350km/h for special high-speed train service FFS
	3km/h, (assuming only indoor users)

	Minimum distance between UT and serving cell
	>= 35 meters
	>= 25 meters


Table 7‑2 

“Microcellular” and “Indoor” system simulation baseline parameters

	Parameter
	Microcellular
	Indoor

	Layout
	Cellular

Two-dimensional regular grid of buildings (“Manhattan grid”)

Number of building blocks: 11 x 11
Building block size: 200 m x 200 m
Street width: 30 m
	Isolated site

One floor of a building with regular grid of rooms, walls and corridors

Number of rooms: 40
Rooms size: 10 m x 10 m x 3 m
Number of corridors: 2
Corridor size: 100 m x 5 m x 3 m

	Evaluated Service Profiles
	Full buffer best effort, VoIP

	Inter-site distance
	tbd
	tbd

	Carrier Frequency (CF)
	to be specified (depends on WRC 07)

	Bandwidth (BW)
	to be specified (depends on WRC 07)

	Channel Model
	defined in [IMT.EVAL]

	BS antenna height
	10 m, below rooftop
	3 m, mounted on ceiling

	Number of BS antenna elements
	4
	4

	Total BS TX power (Ptotal)
	37dBm
	21dBm

	UT power class
	24dBm
	21dBm

	UT antenna system
	2 elements

Cross-polarised
	2 elements

Cross-polarised

	Inter-cell Interference Modelling
	tbd
	tbd

	User placement
	uniform

in the streets (outdoor UT simulations), or

in the buildings (indoor UT simulations)

30% UT indoors
	uniform

in the rooms, or

in the corridors
90% UT in rooms

	User mobility model
	Fixed and identical speed |v| of all UTs, UTs only move along the streets they are in. Direction is random and both directions are equally probable
	Fixed and identical speed |v| of all UTs, random direction



	UT speeds of interest:

main (additional) options
	3km/h, 30km/h
	3km/h

	Minimum distance between UT and serving cell
	>= 10 meters
	>= 3 meters


]

[Editors note: Further study and contributions to this part are needed to finalize this part. Whether this part should be a section or part of an annex of [IMT.EVAL] may be decided later.]

[10.1
Network Layout

In the rural/high-speed and base coverage urban case, no specific topographical details are taken into account. Base stations are placed in a regular grid, following hexagonal layout. A basic hexagon layout for the example of three sectors per site is shown in Figure 7.1, where also basic geometry (antenna boresight, cell range, and inter-site distance ISD) is defined. Users are distributed uniformly over the whole area. 

Figure 7.1
Sketch of base coverage urban cell layout without relay nodes

[image: image10.emf]
In the microcellular test case, a two-dimensional regular grid of streets and buildings is considered, the so-called Manhattan grid (Figure 7.2). Base stations are placed in the middle of the streets and in the middle between two cross-roads. 

The indoor scenario consists of one floor (height 3 m) of a building containing two corridors of 5 m x 100 m and 40 rooms of 10 m x 10 m, as depicted in Figure 7.3. The Four antenna arrays containing each 8 anten​nas and placed in the middle of the corridor at 25 m and 75 m (with respect to the left side of the building). 

Figure 7.2
Sketch of microcellular cell layout without relay nodes

[image: image11.wmf]
Figure 7.3
Sketch of indoor environment (one floor)
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Annex  1

Radio interface technologies description template

Description of the radio interface technology

[Editors note Text developed for IMT.TECH and annex 4 of circular letter should be referenced/summarized here.]
Annex 2

Test environments and deployment models 

[This Annex describes the reference scenarios (test environments and deployment models) and propagation models necessary to elaborate the performance figures of candidate terrestrial and satellite RITs for IMT-Advanced. The terrestrial and the satellite component are subdivided in Parts 1 and 2, respectively.]

PART  1

Terrestrial component

1
Test environments

[This section will provide the reference model for each test operating environment. These test environments are intended to cover the range of IMT-ADVANCED operating environments. The necessary parameters to identify the reference models include the test propagation environments, traffic conditions, user information rate for prototype voice and data services, and the objective performance criteria for each test operating environment.

The test operating environments are considered as a basic factor in the evaluation process of the RITs. The reference models are used to estimate the critical aspects, such as the spectrum, coverage and power efficiencies. This estimation will be based on system-level calculations and link-level software simulations using propagation and traffic models.

Critical aspects of RITs, such as spectrum and coverage efficiencies, cannot be fairly estimated independently of appropriate IMT-ADVANCED services. These IMT-ADVANCED services are, as minimum, characterised by:

–
ranges of supported data rates,

–
BER requirements,

–
one way delay requirements,

–
activity factor,

–
traffic models.]

1.1
Test environment descriptions

The proposed test environments are the following to be derived from the ones for IMT-2000:

· Base coverage urban: an urban macro-cellular environment targeting to continuous coverage for pedestrian up to fast vehicular users in built-up areas. 
· Microcellular: an urban micro-cellular environment with higher user density focusing on pedestrian and slow vehicular users
· Indoor: an indoor hotspot environment targeting isolated cells at home or in small offices based on stationary and pedestrian users.
· High speed: macro cells environment with high speed vehicular and trains.
Three of these test environments are rather similar to the ones that were used for IMT-2000, “Indoor Office, Outdoor to Indoor and pedestrian and finally Vehicular, and no larger modifications are needed. The new environment is high speed since subscribers nowadays also require connections in this environment.

Figure 1 illustrates the relative positioning of three of the identified test environments. Initial focus for deployment and most challenges in IMT-Advanced system design and performance will be encountered in populated areas. However, in the evaluation the provisions for ubiquitous coverage and the associated performance also in rural areas need to be addressed. The deployment of 
IMT-Advanced is believed to be around year 2015 on mass market level and at that point in time the majority of countries should have a rather good coverage of pre-IMT-2000 systems as well as IMT-2000 systems and its enhancements. Also the inter-working with other radio access technologies and spectrum sharing possibilities shall be key parts of the evaluation procedure.

Such deployments could be of course collocated in a layered approach fully benefiting from the flexibility of the IMT-Advanced interface. 

Figure 1

Illustrative representation of the three deployment scenarios 
envisaged for IMT-Advanced 
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1.2
Test scenarios

For evaluation of the key questions listed above in four selected test environments, a set of reliable and measurement-based channel models are needed.

For evaluation of the key questions listed above, a set of reliable and measurement-based channel models are needed. Channel models have to be accurate due to the fact that radio propagation has a significant impact on the performance of future broadband systems. This is especially true with future multiple-input multiple-output (MIMO) radio communication systems since more of the radio channel degrees of freedom in space, time, frequency, and polarization may be exploited to meet the demands on bit rate, spectrum efficiency and cost. Channel models are needed in performance evaluation of wireless systems, and when choosing modulation and coding, in multi antenna system design, selection of channel estimation method, channel equalization and other baseband algorithm design as well as network planning. It is important to use common and uniform channel models for evaluation, comparison and selection of technologies. In this context it is clear that realistic and reliable multidimensional channel models are important part of performance evaluation of IMT-Advanced.

A central factor of mobile radio propagation environments is multi-path propagation causing fading and channel time dispersion as well as angular dispersion in Tx and Rx. The fading characteristics vary with the propagation environment and its impact on the communication quality (i.e. bit error patterns) is highly dependent on the speed of the mobile station relative to the serving base station.

The purpose of the test environments is to challenge the RITs. Instead of constructing propagation models for all possible IMT-ADVANCED operating environments, a smaller set of test environments is defined which adequately span the overall range of possible environments. The descriptions of these test environments may therefore not correspond with those of the actual operating environments.

This section will identify the propagation model for each test operating environment listed below. For practical reasons, these test operating environments are an appropriate subset of the 
IMT-ADVANCED operating environments. While simple models are adequate to evaluate the performance of individual radio links, more complex models are needed to evaluate the overall system-level reliability and suitability of specific technologies. For wideband technologies the number, strength, and relative time delay as well as the directions at Tx and Rx of the many signal components become important. For some technologies (e.g. those employing power control) these models must include coupling between all co-channel propagation links to achieve maximum accuracy. Also, in some cases, the large-scale (shadow fading) temporal variations of the environment must be modelled.

The key parameters to describe each propagation model would include:

–
time delay-spread, its structure, and its statistical variability (e.g., probability distribution of time delay spread);

-
angular spreads at Tx and Rx;

–
geometrical path loss rules;

–
shadow fading;

–
multipath fading characteristics (e.g. Doppler spectrum, Rician vs. Rayleigh) for the envelope of channels;

· operating radio frequency and bandwidth

· physical structure of deployment (e.g., BS height).

Statistical models are proposed in Section 1.3 to generate path losses and time delay structures for paths in each test environment.

It should be noted that IMT-ADVANCED will be a world-wide standard. Therefore, the models proposed for evaluation of RITs should consider a broad range of environment characteristics, e.g. large and small cities, tropical, rural, and desert areas.

The following sections provide a brief description of the conditions that might be expected in the identified environments. The specific channel parameters are found in the appropriate parts of Annex II.

IMT-ADVANCED may include both mobile wireless and fixed wireless applications. It should be noted that for the purpose of evaluation, operation in the fixed environment is considered to be covered by the mobile test environments. Generally, the fixed wireless channel model will be less complex due to lack of mobility. As a result, there is a trade-off possible between fixed and mobile users which should be considered while evaluating RITs.

1.2.1 Base Coverage Urban test environment

The base coverage urban test environment is intended to proof that continuous, ubiquitous, and cost-effective coverage in built-up areas is feasible in the IMT-Advanced bands by the technology applying to be in the IMT-Advanced family. This scenario will therefore be interference-limited, using macro cells (i.e. radio access points above rooftop level) and still assume that the users require access to demanding services beyond baseline voice and text messages. Evaluations shall be performed by statistical modelling of shadowing effects. 

1.2.1.1

Urban macro-cell scenario

In typical urban macro-cell (scenario C2) mobile station is located outdoors at street level and fixed base station clearly above surrounding building heights. As for propagation conditions, non- or obstructed line-of-sight is a common case, since street level is often reached by a single diffraction over the rooftop. The building blocks can form either a regular Manhattan type of grid, or have more irregular locations. Typical building heights in urban environments are over four floors. Buildings height and density in typical urban macro-cell are mostly homogenous.

1.2.1.2

Bad urban macro-cell scenario

Bad urban environment (C3) describes cities with buildings with distinctly inhomogeneous building heights or densities, and results to a clearly dispersive propagation environment in delay and angular domain. The inhomogeneities in city structure can be e.g. due to large water areas separating the built-up areas, or the high-rise skyscrapers in otherwise typical urban environment. Increased delay and angular dispersion can also be caused by mountainous surrounding the city.  Base station is typically located above the average rooftop level, but within its coverage range there can also be several high-rise buildings exceeding the base station height.  From modelling point of view this differs from typical urban macro-cell by an additional far scatterer cluster.

1.2.1.3

Suburban macro-cell scenario

In suburban macro-cells (scenario C1) base stations are located well above the rooftops to allow wide area coverage, and mobile stations are outdoors at street level. Buildings are typically low residential detached houses with one or two floors, or blocks of flats with a few floors. Occasional open areas such as parks or playgrounds between the houses make the environment rather open. Streets do not form urban-like regular strict grid structure. Vegetation is modest.

1.2.2
Microcellular test environment

The microcellular test environment focuses on smaller cells and higher user densities and traffic loads in city centres and dense urban areas, i.e. it targets the high-performance layer of an 
IMT-Advanced system in metropolitan areas. It is thus intended to test performance in high traffic loads and using demanding user requirements, including detailed modelling of buildings (e.g. Manhattan grid deployment) and outdoor-to-indoor coverage. A continuous cellular layout and the associated interference shall be assumed. Radio access points shall be below rooftop level. 

1.2.2.1
Outdoor to indoor scenario

In outdoor-to-indoor scenario B4 the MS antenna height is assumed to be at 1 – 2 m (plus the floor height), and the BS antenna height below roof-top, at 5 - 15 m depending on the height of surrounding buildings (typically over four floors high). Outdoor environment is metropolitan area B1, typical urban microcell where the user density is typically high, and thus the requirements for system throughput and spectral efficiency are high. The corresponding indoor environment is A1, typical indoor small office.

1.2.2.2
Urban micro-cell scenario

In urban micro-cell scenario B1 the height of both the antenna at the BS and that at the MS is assumed to be well below the tops of surrounding buildings.  Both antennas are assumed to be outdoors in an area where streets are laid out in a Manhattan-like grid. The streets in the coverage area are classified as “the main street”, where there is LOS from all locations to the BS, with the possible exception of cases in which LOS is temporarily blocked by traffic (e.g. trucks and busses) on the street.  Streets that intersect the main street are referred to as perpendicular streets, and those that run parallel to it are referred to as parallel streets.  This scenario is defined for both LOS and NLOS cases. Cell shapes are defined by the surrounding buildings, and energy reaches NLOS streets as a result of propagation around corners, through buildings, and between them.

1.2.2.3
Bad Urban micro-cell scenario

Bad urban micro-cell scenarios B2 are identical in layout to Urban Micro-cell scenarios, as described above. However, propagation characteristics are such that multipath energy from distant objects can be received at some locations. 

This energy can be clustered or distinct, has significant power (up to within a few dB of the earliest received energy), and exhibits long excess delays. Such situations typically occur when there are clear radio paths across open areas, such as large squares, parks or bodies of water.

1.2.3
Indoor test environment

1.2.3.1
Indoor office scenario (A1)

The indoor office scenario investigates isolated cells for office coverage. Both, access point and users are indoors and a detailed modelling of the indoor environment shall be used. High user densities and requirements must be satisfied for stationary or pedestrian users. To further address the large market of small networks serving the needs of nomadic users, also ease of deployment and self-configurability are core parts of this scenario.

Indoor environment A1 represents typical office environment, where the area per floor is 
5 000 m2, number of floors is 3 and room dimensions are 10 m x 10 m x 3 m and the corridors have the dimensions 100 m x 5 m x 3 m. The layout of the scenario is shown in Figure 2.

Figure 2

Layout of the indoor office scenario
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1.2.3.2
Indoor hotspot scenario (A2)

The indoor hotspot test scenario concentrates on the propagation conditions in a hotspot in the urban with the very higher traffic, like the conference hall, shopping mall and teaching building. The indoor hotspot scenario is also different from the indoor office scenario due to the construction structure. Scenario A2 represents a typical shopping building, where the area per floor is about 5 400 m2, number of floors is 8 and wider hall dimensions are different. The layout of the scenario is shown in Figure 3.

FIGURE 3

Layout of the indoor hotspot scenario
[image: image15.wmf]
1.2.4 High-speed test environment

The high speed test environment has a challenge in a wide-area system concept since is should allows for reliable links to high-speed trains of up to 350km/h or cars at high velocities. Repeater technology or relays (relaying to the same wide area system, IMT-2000, or to a local area system) can be applied in the vehicle, to allow local access by the customers.

1.2.4.1 Rural macro-cell

Propagation scenario Rural macro-cell D1 represents radio propagation in large areas (radii up to 10 km) with low building density.  The height of the AP antenna is typically in the range from 20 to 70 m, which is much higher than the average building height. Consequently, LOS conditions can be expected to exist in most of the coverage area.  In case the UE is located inside a building or vehicle, an additional penetration loss is experienced which can possibly be modelled as a (frequency-dependent) constant value.  The AP antenna location is fixed in this propagation scenario, and the UE antenna velocity is in the range from 0 to 200 km/h.

1.2.4.2
Moving network

Propagation scenario D2 (Rural Moving Network) represents radio propagation in environments where both the AP and the UE are moving, possibly at very high speed, in a rural area. A typical example of this scenario occurs in carriages of high-speed trains where wireless coverage is provided by so-called moving relay stations (MRSs) which can be mounted, for example, to the ceiling. Note that the link between the fixed network and the moving network (train) is typically a LOS wireless link whose propagation characteristics are represented by propagation scenario D1.

1.3
Channel models

The following sections provide both path loss models and channel models for the terrestrial component.

For the terrestrial environments, the propagation effects are divided into three distinct types of model. These are mean path loss, slow variation about the mean due to shadowing and scattering, and the rapid variation in the signal due to multipath effects. Equations are given for mean path loss for each of the four terrestrial environments. The slow variation is considered to be log-normally distributed. This is described by the standard deviation (given in the deployment model section).

Finally, the rapid variation is characterized by the channel impulse response. Channel impulse response is modelled using a generalised tapped delay line implementation, which also includes the directions of the multipath components in Tx and Rx. The characteristics of the tap variability is characterized by the Doppler spectrum. [Editors note: MIMO aspects should be considered.]

1.3.1
Path loss models

Equations are given for mean path loss as a function of distance for each of the terrestrial environments The slow variation is considered to be log‑normally distributed. This is described by the standard deviation (dB) and the decorrelation length of this long-term fading for the vehicular test environment.

Path-loss models at 2 to 6 GHz for considered scenarios have been developed based on measurement results or from literature. The path-loss models have been summarized in the Table 2. MS antenna height dependency is not shown in the table, but can be found in the later sections. Free space attenuation referred in the table is
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The shadow fading is log-Normal distributed and standard deviation of the distribution is given in decibels.

An empirical propagation loss formula for NLOS outdoor macrocellular scenario such as C1, C2 and C3, which can take the city structure into account and apply the carrier frequency range up to the SHF band and is given as follows.  
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where hb, <H> , W denote the BS antenna height, the average building height, and the street width, respectively.  fc denotes the carrier frequency.  a(hm) is the correction factor for mobile antenna height hm as follows:
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Table 1

Summary table of the extended path-loss models

	Scenario
	path loss [dB]
	shadow fading standard dev. (dB)
	applicability

range and antenna height default values

	A1
	LOS
	18.7 log10 (d[m]) + 46.8 +

20log10 (fc[GHz]/5.0)
	( = 3
	3 m < d < 100 m,

hBS = hMS = 1– 2.5m



	
	NLOS (Room- Corridor)

NLOS (Room-Room trough wall) 


	PL = 36.8 log10 (d[m]) + 43.8 +

     20log10 (f [GHz]/5.0)

PL = 20 log10 (d[m]) + 46.4 +

  nW  · 5 + 20log10 (f [GHz]/5.0)

PL = 20 log10 (d[m]) + 46.4 +

  nW  · 12 + 20log10 (f[GHz]/5.0)

 where nw is the number of  walls between BS and MS.
	( = 4

( = 6

( = 8
	3 m < d < 100 m,

hBS = hMS = 1– 2.5m

3 m < d < 100 m

(light walls),

hBS = hMS = 1– 2.5m

3 m < d < 100 m

(heavy walls),

hBS = hMS = 1– 2.5m



	A2
	LOS
	11.8log10(d[m])+49.3+

20log10(fc[GHz]/5.0)
	( = 1.5
	20 m < d <60 m

hBS = hMS =1-2.5 m

	
	NLOS
	43.3log10(d[m])+25.5+

20log10(fc[GHz]/5.0)
	( = 1.1
	20 m < d <80 m

hBS =hMS =1-2.5 m

	B1
	LOS
	 PLLOS = max(22.7 log10 (d1 [m]) + 41.0 + 20 log10 (f [GHz]/5.0), PLFree)

PLLOS = 40.0 log10 (d1 [m]) + 9.45  - 17.3log10 (h’BS [m]) +

 - 17.3log10 (h’MS [m]) +

     +2.7log10(f [GHz]/5.0)
	( = 3

( = 3


	30 m < d1 < d’BP2)

hBS =  10 m

hMS = 1.5 m

d’BP < d1 < 5 km


	
	NLOS
	PLNLOS = PLLOS(d1) + 20 – 12.5∙nj + 10nj∙log10 (d2[m])

where nj = max((2.8 – 0.0024d1[m]), 1.84)
	( = 4
	10 m < d1 < 5 km,

w/2 < d2 < 2 km 3)
    w =20m

hBS =  10 m

hMS = 1.5 m 

	B2
	NLOS
	Same as B1.
	
	

	B4
	NLOS
	PL = PLb + PLtw + PLin
where

PLb = PLB1(dout  + din) ,

PLtw = 14 + 15(1 - cos(θ))2 ,

PLin  = 0.5 din 
	( = 7
	3 m <dout+ din < 1000 m

    hBS =  3nFl + 2 m

    hMS = 1.5 m

See 1)  for explanation of parameters



	C1
	LOS
	PL = 23.8 log10 (d [m])  + 41.2 +

         20 log10 (f [GHz]/5.0)

PL =  40.0 log10 (d [m])  +

         11.65 - 16.2log10 (hBS [m]) 

         - 16.2log10 (hMS [m]) +

          3.8log10(f [GHz]/5.0)
	σ = 4

σ = 6 
	30 m < d < dBP 4)
    hBS =  25 m

    hMS = 1.5 m

dBP < d < 5 km



	
	NLOS
	[PL  = [44.9-6.55log10(hBS[m])]log10(d[m]) + 31.46 + 5.83log10(hBS[m]) + 20log10(f [GHz]/5.0)]
	[( = 8]
	[50 m < d < 5 km

hBS =  25 m 

hMS = 1.5 m] 

	C2 
	NLOS
	[PL  = [44.9-6.55log10(hBS[m])]log10(d[m]) + 34.46 + 5.83log10(hBS[m]) + 20log10(f [GHz]/5.0)]
	[( = 8]
	[50 m < d < 5 km

hBS =  25 m 

hMS = 1.5 m]

	C3
	
	[Same as C2.] 
	
	

	D1
	LOS
	PL = 44.2 + 21.5 log10(d) + 20 log10(f [GHz]/5)

PL = 10.5 + 40.0 log10 (d1 [m]) - 18.5log10(hBS[m]) - 18.5log10 (hMS [m]) + 1.5log10(f [GHz]/5)
	σ = 4

σ = 6 
	30 m < d < dBP4)
   hBS =  32 m

   hMS = 1.5 m

dBP < d < 10 km,

	
	NLOS
	PL = max((55.4+25.1log10(d[m])

-0.13log10(hBS[m]-25))log10 (d[m]/100) 

-  0.9(hMS[m]-1.5) +
21.3 log10(f [GHz]/5.0), PLFree)
	( = 8
	50 m < d < 5 km

    hBS =  32 m

    hMS = 1.5 m

	D2a
	LOS
	PL = 44.2 + 21.5 log10(d) + 20 log10(f [GHz]/5)
	( = 4
	30 m < d < 2 km

    hBS =  32 m

    hMS = 3 m 


1) PLB1 is B1 path-loss, dout  is the distance between the outside terminal and closest point of the wall to the inside terminal,  din is the distance from wall to the inside terminal , θ is the angle between the outdoor path and the normal of the wall. nFl is the number of the floor. (Ground floor is the number 1.) 

2) d’BP  = 4 h’BS h’MS f/c, where f = center frequency and c = velocity of light and h’BS and h’MS are the effectice antenna heights at BS and MS respectively:  h’BS = hBS-1.0 m,  h’MS = hMS – 1.0 m, where 1.0 m is the effective environment height in the urban environment.

3) d1 and d2 have been explained below.

4) dBP  = 4 hBS hMS f/c,, where hBS and hMS are the actual antenna heights

The geometry for the d1- d2 model is shown in Figure 4, where the BS is located in one street/corridor and the MS is moving in the perpendicular street /corridor. d1 is the distance from 
the BS to the middle point of the street/corridor and d2 is the distance apart from the middle point 
of the crossing of the MS.

Figure 4

Geometry for d1 - d2 path-loss model

                                                   
[image: image19.wmf]BS

d 

1

d 

d 

2

2

MS

+

-


1.3.1.1
Decorrelation length of the long-term fading
The long-term (log-normal) fading in the logarithmic scale around the mean path loss L (dB) is characterized by a Gaussian distribution with zero mean and standard deviation. Due to the slow fading process versus distance x, adjacent fading values are correlated. Its normalized autocorrelation function R(x) can be described with sufficient accuracy by an exponential function [3]:






(1.4)

with the decorrelation length dcor, which is dependent on the environment. 

1.3.2
Channel Model Parameters
1.3.2.1 Temporal-Spatial Properties Description

[Editor Note: The angular and delay profiles shape and distribution should be also described in this section. The model details for this sub-section will be described in the later phase and will be discussed during the adhoc meeting within the DG EVAL CHANNEL between Kyoto and Geneva Meeting Feb 2008.]

1.3.2.2  [Primary] Models
The primary models are created using the parameters listed in the Table 2. The channel realizations are obtained by the following step-wise procedure [2]. It has to be noted, that the geometric description covers arrival angles from the last bounce scatterers and respectively departure angles to the first scatterers interacted from the transmitting side. The propagation between the first and the last interaction is not defined. Thus this approach can model also multiple interactions with the scattering media. This indicates also that e.g., the delay of a multipath component can not be determined by the geometry.

[Editor Note: Simulation methodology and procedure will be replaced/enhanced by a flowchart.]

General parameters:

Step 1:  Set environment, network layout and antenna array parameters

a. Choose one of the scenarios (A1, A2, B1,…)

b. Give number of BS and MS

c. Give locations of BS and MS, or equally distances of each BS and MS and relative directions (LOS  and (LOS of each BS and MS

d. Give BS and MS antenna field patterns Frx and Ftx , and array geometries

e. Give BS and MS array orientations with respect to north (reference) direction

f. Give speed and direction of motion of MS

g. Give system centre frequency

Large scale parameters:

Step 2:  Assign propagation condition (LOS/NLOS).

Step 3:  Calculate path loss with formulas of Table 1 for each BS-MS link to be modelled. 

Step 4:  Generate correlated large scale parameters, i.e. delay spread, angular spreads, Ricean K-factor and shadow fading term like explained in [2, section 3.2.1] (Correlations between large scale parameters).

 [Editor Note: Ricean spatial K-factor will be considered as a lognormal distributed random variable after further discussion.]

[Editor Note: The dependency of large-scale parameters e.g., delay and angular spread on street-angle (e.g., mean angles etc.) and the incorporation of continuous profile simulation using Markov chain as proposed in Japan Doc. 1243 will be discussed in more details before next meeting during the adhoc.]

Small scale parameters:

Step 5:  Generate delays 
Delays are drawn randomly from delay distribution defined in Table 2. With exponential delay distribution calculate
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where  r is delay distribution proportionality factor, Xn ~ Uni(0,1) and cluster index n = 1,…,N. With uniform delay distribution the delay values n’are drawn from the corresponding range. Normalise the delays by subtracting with minimum delay and sort the normalised delays to descending order.
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In the case of LOS condition additional scaling of delays is required to compensate the effect of LOS peak addition to the delay spread. Heuristically determined Ricean K-factor dependent scaling constant is
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where K [dB] is the Ricean K-factor defined in Table 2. Scaled delays are
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they are not to be used in cluster power generation.

 [Editor Note: Please reconfirm whether the K=factor in Eq. (1.7) is in dB or linear scale.]

Step 6:  Generate cluster powers P.

Cluster powers are calculated assuming a single slope exponential power delay profile. Power assignment depends on the delay distribution defined in Table 2. With exponential delay distribution the cluster powers are determined by
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(1.9)

and with uniform delay distribution they are determined by
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where n ~ N(0,) is the per cluster shadowing term in [dB]. Average the power so that sum power of all clusters is equal to one
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(1.11)

Assign the power of each ray within a cluster as Pn / M, where M is the number of rays per cluster.

Step 7:  Generate arrival angles ( and departure angles (.

As the composite PAS of all clusters is modelled as wrapped Gaussian (see Table 2) the AoA are determined by applying inverse Gaussian function with input parameters Pn and RMS angle spread (
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On equation above 
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 is the standard deviation of arrival angles (factor 1.4 is the ratio of Gaussian std and corresponding “RMS spread”). Constant C  is a scaling factor related to total number of clusters and is given in the table below: 

	# clusters
	4
	5
	8
	10
	11
	12
	14
	15
	16
	20

	C
	0.779
	0.860
	1.018
	1.090
	1.123
	1.146
	1.190
	1.211
	1.226
	1.289


In the LOS case constant C is dependent also on Ricean K-factor. Constant C in eq. (1.10) is substituted by CLOS. Additional scaling of angles is required to compensate the effect of LOS peak addition to the angle spread. Heuristically determined Ricean K-factor dependent scaling constant is 
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where K [dB] is the Ricean K-factor defined in Table 2.

Assign positive or negative sign to the angles by multiplying with a random variable Xn with uniform distribution to discrete set of {1,–1}, add component 
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where (LOS is the LOS direction defined in the network layout description Step1.c.

In the LOS case substitute (0.10) by (0.11) to enforce the first cluster to the LOS direction (LOS  
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Finally add offset angles m from [XX] to cluster angles
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where cAoA is the cluster-wise rms azimuth spread of arrival angles (cluster ASA) in the Table 2.

Table 1-1

Ray offset angles within a cluster, given for 1( rms angle spread.

	Ray number m
	Basis vector of offset angles m

	1,2
	± 0.0447

	3,4
	± 0.1413

	5,6
	± 0.2492

	7,8
	± 0.3715

	9,10
	± 0.5129

	11,12
	± 0.6797

	13,14
	± 0.8844

	15,16
	± 1.1481

	17,18
	± 1.5195

	19,20
	± 2.1551


For departure angles (n the procedure is analogous.

Step 8:  Random coupling of rays within the clusters. 

[Editor Note: Clarify the differences between ray, path, sub-path and cluster.]

Couple randomly departure ray angles (n,m to arrival ray angles (n,m within a cluster n, or within a sub-cluster in the case of two strongest clusters (see step 11 and Table 1-1).

Step 9:  Generate vertical-to-horizontal and horizontal-to-vertical cross polarisation power ratios (XPR) vh and hv respectively for each ray m of each cluster n.

XPR is log-Normal distributed. Draw vertical-to-horizontal XPR values as
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where ray index m = 1,…,M,  X ~ N(,) is Gaussian distributed with  and  from Table 2 for XPRVH.

For the horizontal-to-vertical XPR the procedure is analogous.

[Editor Note: The distance dependency of XPR will need further discussion.]

Coefficient generation:

Step 10:  Draw random initial phase 
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 for each ray m of each cluster n and for four different polarisation combinations (vv,vh,hv,hh). Distribution for initial phases is uniform, 

Uni(-).

In the LOS case draw also random initial phases 
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Step 11:  Generate channel coefficients for each cluster n and each receiver and transmitter element pair u,s.

For the N – 2 weakest clusters, say n = 3,4,…,N,  and uniform linear arrays (ULA), the channel coefficient are given by:
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(1.18)

[Editor Note: Ideal dipole antenna pattern has to be extracted from the Finland contribution.]

where Frx,u,V and Frx,u,H are the antenna element u field patterns for vertical and horizontal polarisations respectively, ds and du are the uniform distances [m] between transmitter elements and receiver elements respectively,  and 0 is the wave length on carrier frequency. If polarisation is not considered, 2x2 polarisation matrix can be replaced by scalar 
[image: image38.wmf](

)

m

n

j

,

exp

F

 and only vertically polarised field patterns applied.

The Doppler frequency component is calculated from angle of arrival (downlink), MS speed v and direction of travel v
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For the two strongest clusters, say n = 1 and 2, rays are spread in delay to three sub-clusters (per cluster), with fixed delay offset {0,5,10 ns} (see Table 1-2). Delays of sub-clusters are
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(1.20)

Twenty rays of a cluster are mapped to sub-clusters like presented in Table 1-2 below. Corresponding offset angles are taken from Table 1-1 with mapping of Table 1-2.

Table 1-2

Sub-cluster information for intra cluster delay spread clusters.

	sub-cluster #
	mapping to rays
	power
	delay offset

	1
	1,2,3,4,5,6,7,8,19,20
	10/20
	0 ns

	2
	9,10,11,12,17,18
	6/20
	5 ns

	3
	13,14,15,16
	4/20
	10 ns


In the LOS case define 
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 and determine the channel coefficients by adding single line-of-sight ray and scaling down the other channel coefficient generated by (1.21). The channel coefficients are given by:
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where (.) is the Dirac’s delta function and KR is the Ricean K-factor defined in Table 2 converted to linear scale.

If non-ULA arrays are used the equations must be modified. For arbitrary array configurations on horizontal plane, see [Figure XX], the distance term du in equations (1.21) and ([1.19]) is replaced by 
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where (xu,yu) are co-ordinates of uth element Au and A0 is the reference element.

Figure 4-1

Modified distance of antenna element u with non-ULA array
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Step 12:  Apply path loss and shadowing for the channel coefficients.

Generation of bad urban channels (B2, C3)

Bad urban channel realizations can be created as modified C2 and B1 NLOS procedures as follows:

Step 1:

Choose a proportion of mobile users, p (between 0 and 1), which will experience bad urban channel characteristics. Recommended values for bad urban users are 5-15% for C3 and 1-5% for B2. For the remaining 1-p of the users generate typical micro- or macrocellular (B1 or C2) channel realisations as described in [2, section 1.3.2.1].

Step 2:

Drop five far scatterers within a hexagonal cell, within radius [FSmin, FSmax]. For FSmin and FSmax values see Table 1-3. For each mobile user determine the closest two far scatteres, which are then used for calculating far scatterer cluster parameters. 

Table 1-3

Far scatterer radii and attenuations for B2 and C3

	Scenario
	FSmin
	FSmax
	FSloss

	B2
	150 m
	500 m
	4 dB/s

	C3
	300 m
	1500 m
	2 dB/s


Step 3:

For C3 create 20 delays as described for C2 model in [2, section 1.3.2.1]. step 5. For the shortest 18 delays create a typical urban C2 channel profile (powers and angles) as in [2, section 1.3.2.1].

Similarly, create 14 delays for B1 NLOS, and for the shortest 12 delays create a typical B1 NLOS channel profile as in [2, section 1.3.2.1].

The last two delays in B2 and C3 are assigned for far scatterer clusters. 

Step 4:

Set the delays of both the FS clusters zero, and create them typical urban channel powers, as in [2, section 1.3.2.1]. 

Step 5:

Next create excess delays due to far scatterer clusters as
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Attenuate FS clusters as FSloss, given in Table 1-3.

Step 6:

Select directions of departure and arrival for each FS cluster according to far scatterer locations. i.e., corresponding to a single reflection from far scatterer. 

It is worth noticing that depending on the location of the mobile user within the cell the FS clusters may appear also at shorter delays than the maximum C2 or B1 NLOS cluster. In such cases the far scatterers do not necessarily result to increased angular or delay dispersion. Also the actual channel statistics of the bad urban users depend somewhat on the cell size. 

Table 2 - Channel model parameters parameter
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Number of clusters 12 16 15 19 8 16 12 15 14 20 11 10 4 

Number of rays per cluster  20 20 20 20 20 20 20 20 20 20 20 20 20 

Cluster ASD 5 5 5 5 3

 

10

 

5 5 2 2 2 2 2 

Cluster ASA 5 5 8 11 18 22 8 5 10 15 3 3 3 

Per cluster shadowing std  [dB] 

6 3 

  

3 3 4 3 3 3 3 3 3 

K-factor [dB] 

8.3 –

0.06d 

 

15.3- 

0.25d 

 

3 + 

0.0142d 

 

8.1 

17.1 – 

0.021d 

  

3.7 + 

0.02d 

 

6 



DS

 

7 4 

8 5 

9 8 10 64 40 40 64 36 64 



ASD

 

6 5 

7 3 

13 10 11 20 30 50 25 30 25 



ASA

 

2 3 

5 3 

12 9 6 18 30 50 40 40 40 

Correlation 

distance [m] 



SF

 

6 4 

10 6 

14 12 4 23 50 50 40 120 40 

Bad Urban scenario      

B2 

   

C3 

   

Power 1st  FS cluster  [dB]     -5.7    -9.7    

Power 2nd FS cluster [dB]     -7.7    -13.0    

Delay 1st FS cluster [s] 

  

  

 1.1    3.1    

Delay 2nd FS cluster [s]

  

  

 1.6    4.8    

 

+

 Scenarios C1 LOS and D1 LOS contain two shadowing std. deviations; one (left) for before and one  (right) for after the path loss breakpoint.  

++

 Angle of departure spread 

ASD 

corresponds to 



 and angle of arrival spread 

ASA

 to 



 in the text. 

* For scenario B3, XPR

H

 is not available. In the channel model implementation, these values have bee substi tuted by the XPR

V

. 

** The sign of the shadow fading is defined so that positive SF means more received power at MS than predicted by the path loss model.   



[Editor’s Note: The table 2 should also be modified to incorporate C1, C2 and C3 for NLOS scenario as proposed by Doc. 1244 with the condition that the channel coefficients given Eq. (3) of Section 7.2 can be produced by Doc. 1244.]
Table 3

Expectation (median) output values for large scale parameters
	Scenario
	DS (ns)
	AS at BS (º)
	AS at MS (º)
	ES at BS (º)
	ES at MS (º)

	A1
	LOS
	40
	44
	45
	8
	9

	
	NLOS
	25
	53
	49
	11
	13

	A2
	LOS
	27
	40
	42
	
	

	
	NLOS
	41
	43
	59
	
	

	B1
	LOS
	36
	3
	25
	
	

	
	NLOS
	76
	15
	35
	
	

	B2
	NLOS
	480
	33
	51
	
	

	B4
	NLOS
	49
	12
	58
	10
	10

	C1
	LOS
	59
	6
	30
	
	

	
	NLOS
	75
	8
	45
	
	

	C2
	NLOS
	234
	8
	53
	
	

	C3
	NLOS
	630
	17
	55
	
	

	D1
	LOS
	16
	17
	33
	
	

	
	NLOS
	37
	9
	33
	
	

	D2a
	LOS
	39
	5
	30
	
	


[Editor Note: The table 3 should also be modified to incorporate C1, C2 and C3 for NLOS scenario as proposed by Doc. 1244 with the condition that the channel coefficients given Eq. (3) of Section 7.2 can be produced by Doc. 1244.]

[Editor Note: Elevation spread for bothe MS and BS for A2 scenario will be submitted by next meeting.]
1.3.2.2
Reduced Variability Models

In the CDL model each cluster is composed of 20 rays with fixed offset angles and identical power. In the case of cluster where a ray of dominant power exists, the cluster has 20+1 rays. This dominant ray has a zero angle offset. The departure and arrival rays are coupled randomly. The CDL table of all scenarios of interest are give below, where the cluster power and the power of each ray are tabulated. The CDL models offer well-defined radio channels with fixed parameters to obtain comparable simulation results with relatively non-complicated channel models.

Delay spread and azimuth spreads medians of the CDL models are equal to median values given in Table 3.

A1 – Indoor office

The CDL parameters of LOS and NLOS condition are given below. In the LOS model Ricean K-factor is 8.1 dB, which corresponds to 3m distance between Tx and Rx.

Table 4

Scenario A1: LOS Clustered delay line model, indoor office

	Cluster #
	Delay [ns]
	Power [dB]
	AoD [º]
	AoA [º]
	Ray power [dB]
	Cluster ASD = 5º  
	Cluster ASA = 5º  

	1
	0
	0.0
	0
	0
	-0.08*
	-30.2**
	
	

	2
	20
	-25.3
	-160
	164
	-38.3
	
	

	3
	35
	40
	45
	-15.7
	-17.9
	-19.7
	-113
	-116
	-25.7
	
	

	4
	45
	-21.0
	-146
	149
	-34.0
	
	

	5
	45
	-19.4
	140
	143
	-32.4
	
	

	6
	90
	-23.3
	153
	157
	-36.3
	
	

	7
	110
	115
	120
	-18.8
	-21.0
	-22.7
	148
	151
	-28.8
	
	

	8
	155
	-25.2
	-159
	163
	-38.2
	
	

	9
	190
	-21.6
	148
	151
	-34.7
	
	

	10
	245
	-19.1
	-139
	-142
	-32.1
	
	

	11
	255
	-27.9
	-168
	-172
	-40.9
	
	

	12
	320
	-30.5
	176
	-180
	-43.5
	
	


*
Power of dominant ray,

**
Power of each other ray

Figure 5

PDP and frequency correlation (FCF) of CDL model
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Table 5

Scenario A1 NLOS Clustered delay line model, indoor office

	Cluster #
	Delay [ns]
	Power [dB]
	AoD [º]
	AoA [º]
	Ray power [dB]
	Cluster ASD = 5º  
	Cluster ASA = 5º  

	1
	0
	5
	10
	-3.0
	-5.2
	-7.0
	0
	0
	-13.0
	
	

	2
	5
	-4.0
	59
	-55
	-17.0
	
	

	3
	20
	-4.7
	-64
	-59
	-17.7
	
	

	4
	25
	-9.0
	89
	-82
	-22.0
	
	

	5
	30
	-8.0
	83
	-77
	-21.0
	
	

	6
	30
	35
	40
	-4.0
	-6.2
	-8.0
	-67
	62
	-14.0
	
	

	7
	35
	-1.1
	32
	29
	-14.2
	
	

	8
	45
	-5.2
	-67
	62
	-18.2
	
	

	9
	55
	-9.5
	-91
	-84
	-22.5
	
	

	10
	65
	-7.9
	-83
	77
	-20.9
	
	

	11
	75
	-6.8
	-77
	-71
	-19.8
	
	

	12
	90
	-14.8
	-113
	105
	-27.8
	
	

	13
	110
	-12.8
	-106
	98
	-25.8
	
	

	14
	140
	-14.1
	111
	-103
	-27.2
	
	

	15
	210
	-26.7
	-152
	141
	-39.7
	
	

	16
	250
	-32.5
	-168
	-156
	-45.5
	
	


Figure 6

PDP and frequency correlation (FCF) of CDL model
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A2 – Indoor hotspot

The CDL parameters of LOS and NLOS condition are given below. In the LOS model Ricean K factor are 15.3 dB and 10.4 dB, respectively for the first and second clusters.

Table 6

Scenario A2 LOS Clustered delay line model, indoor hotspot
	Cluster #
	Delay [ns]
	Power [dB]
	AoD [º]
	AoA [º]
	Ray power [dB]
	Cluster ASD = 5º  
	Cluster ASA = 8º  

	1
	0
	0
	0
	0
	-0.1*
	-28.4**
	
	

	2
	5
	-3.4
	7
	-2
	-3.7*
	-27.1**
	
	

	3
	10
	-9.2
	0
	-12
	-22.2
	
	

	4
	20
	-18.9
	7
	13
	-31.9
	
	

	5
	30
	-17.1
	11
	16
	-30.1
	
	

	6
	40
	-16.3
	-7
	-34
	-29.3
	
	

	7
	50
	-13.7
	-60
	-12
	-26.7
	
	

	8
	60
	-16.3
	-43
	-17
	-29.3
	
	

	9
	70
	-16.8
	11
	-59
	-29.8
	
	

	10
	80
	-17.9
	8
	-78
	-30.9
	
	

	11
	90
	-15.9
	14
	-65
	-28.9
	
	

	12
	100
	-17.4
	-1
	-56
	-30.4
	
	

	13
	110
	-25.8
	-11
	-57
	-38.8
	
	

	14
	120
	-31.0
	-129
	-22
	-44.0
	
	

	15
	130
	-33.4
	-123
	-12
	-46.4
	
	


*  Power of dominant ray,  

** Power of each other ray

FIGURE 7

PDP and frequency correlation (FCF) of CDL model
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Table 7

Scenario A2 NLOS Clustered delay line model, indoor hotspot
	Cluster #
	Delay [ns]
	Power [dB]
	AoD [º]
	AoA [º]
	Ray power [dB]
	Cluster ASD = 5º  
	Cluster ASA = 11º  

	1
	0
	-6.9
	2
	2
	-19.9
	
	

	2
	5
	0
	-2
	9
	-13.0
	
	

	3
	10
	-0.7
	-7
	14
	-13.7
	
	

	4
	15
	-1.0
	-3
	-7
	-14.0
	
	

	5
	20
	-1.4
	-1
	-6
	-14.4
	
	

	6
	25
	-3.8
	-5
	-18
	-16.8
	
	

	7
	30
	-2.6
	0
	-3
	-15.6
	
	

	8
	35
	-0.2
	-6
	-3
	-13.2
	
	

	9
	45
	-3.6
	-9
	14
	-16.6
	
	

	10
	55
	-5.7
	1
	44
	-18.7
	
	

	11
	65
	-11.6
	4
	13
	-24.6
	
	

	12
	75
	-8.9
	-5
	65
	-21.9
	
	

	13
	95
	-7.3
	-11
	46
	-20.3
	
	

	14
	115
	-11.2
	-4
	35
	-24.2
	
	

	15
	135
	-13.5
	-3
	48
	-26.5
	
	

	16
	155
	-13.4
	-7
	41
	-26.4
	
	

	17
	175
	-12.2
	8
	7
	-25.2
	
	

	18
	195
	-14.7
	4
	69
	-27.7
	
	

	19
	215
	-15.8
	-11
	133
	-28.8
	
	


FIGURE 8

PDP and frequency correlation (FCF) of CDL model
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B1 – Urban micro-cell

In the LOS model Ricean K-factor is 3.3 dB, which corresponds to 20m distance between Tx and Rx.

Table 8

Scenario B1: LOS clustered delay line model, urban mico-cell

	Cluster #
	Delay [ns]
	Power [dB]
	AoD [º]
	AoA [º]
	Ray power [dB]
	Cluster ASD = 3º  
	Cluster ASA = 18º  

	1
	0
	0.0
	0
	0
	-0.31*
	-24.7**
	
	

	2
	30
	35
	40
	-10.5
	-12.7
	-14.5
	5
	45
	-20.5
	
	

	3
	55
	-14.8
	8
	63
	-27.8
	
	

	4
	60
	65
	70
	-13.6
	-15.8
	-17.6
	8
	-69
	-23.6
	
	

	5
	105
	-13.9
	7
	61
	-26.9
	
	

	6
	115
	-17.8
	8
	-69
	-30.8
	
	

	7
	250
	-19.6
	-9
	-73
	-32.6
	
	

	8
	460
	-31.4
	11
	92
	-44.4
	
	


*
Power of dominant ray,

**
Power of each other ray

Figure 9

PDP and frequency correlation (FCF) of CDL model


[image: image55]

[image: image56]
Table 9

Scenario B1: NLOS Clustered delay line model, urban micro-cell

	Cluster #
	Delay [ns]
	Power [dB]
	AoD [º]
	AoA [º]
	Ray power [dB]
	Cluster ASD =10º  
	Cluster ASD = 22º  

	1
	0
	-1.0
	8
	-20
	-14.0
	
	

	2
	90
	95
	100
	-3.0
	-5.2
	-7.0
	0
	0
	-13.0
	
	

	3
	100
	105
	110
	-3.9
	-6.1
	-7.9
	-24
	57
	-13.9
	
	

	4
	115
	-8.1
	-24
	-55
	-21.1
	
	

	5
	230
	-8.6
	-24
	57
	-21.6
	
	

	6
	240
	-11.7
	29
	67
	-24.7
	
	

	7
	245
	-12.0
	29
	-68
	-25.0
	
	

	8
	285
	-12.9
	30
	70
	-25.9
	
	

	9
	390
	-19.6
	-37
	-86
	-32.6
	
	

	10
	430
	-23.9
	41
	-95
	-36.9
	
	

	11
	460
	-22.1
	-39
	-92
	-35.1
	
	

	12
	505
	-25.6
	-42
	-99
	-38.6
	
	

	13
	515
	-23.3
	-40
	94
	-36.4
	
	

	14
	595
	-32.2
	47
	111
	-45.2
	
	

	15
	600
	-31.7
	47
	110
	-44.7
	
	

	16
	615
	-29.9
	46
	-107
	-42.9
	
	


Figure 10

PDP and frequency correlation (FCF) of CDL model
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B2 – Bad Urban micro-cell

Table 10

Scenario B2: NLOS Clustered delay line model, bad urban micro-cell

	Cluster #
	Delay [ns]
	Power [dB]
	AoD [º]
	AoA [º]
	Ray power [dB]
	Cluster ASD = 3º  
	Cluster ASA = 5º  

	1
	0
	5
	10
	-3.0
	-5.2
	-7.0
	0
	0
	-13.0
	
	

	2
	25
	30
	35
	-3.4
	-5.6
	-7.3
	-14
	31
	-13.4
	
	

	3
	25
	-1.7
	-13
	30
	-14.7
	
	

	4
	35
	-1.9
	-14
	31
	-14.9
	
	

	5
	45
	-2.2
	15
	-34
	-15.2
	
	

	6
	70
	-5.0
	22
	51
	-18.0
	
	

	7
	70
	-3.6
	19
	44
	-16.6
	
	

	8
	90
	-3.8
	-19
	-45
	-16.8
	
	

	9
	155
	-6.4
	-25
	-58
	-19.4
	
	

	10
	170
	-2.7
	-17
	-38
	-15.7
	
	

	11
	180
	-7.5
	-27
	-63
	-20.5
	
	

	12
	395
	-16.5
	-41
	93
	-29.5
	
	

	13
	1600
	-5.7
	-110
	15
	-18.7
	
	

	14
	2800
	-7.7
	75
	-25
	-20.7
	
	


Figure 11

PDP and frequency correlation (FCF) of CDL model
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B4 – Outdoor to indoor

[Editor’s Note: The B4 terminology is a concern since it doesn’t have a flow with the previous B1 and B2 models. Further discussion required to make all test scenarios terminology more consistent.]

Table 11

Scenario B4: NLOS Clustered delay line model, outdoor to indoor

	Cluster #
	Delay [ns]
	Power [dB]
	AoD [º]
	AoA [º]
	Ray power [dB]
	Cluster ASD = 5º  
	Cluster ASA = 8º  

	1
	0
	-7.7
	29
	102
	-20.8
	
	

	2
	10
	15
	20
	-3.0
	-5.2
	-7.0
	0
	0
	-13.0
	
	

	3
	20
	-3.7
	20
	70
	-16.7
	
	

	4
	35
	-3.0
	-18
	-64
	-16.0
	
	

	5
	35
	-3.0
	18
	-63
	-16.0
	
	

	6
	50
	-3.7
	20
	70
	-16.7
	
	

	7
	55
	60
	65
	-5.4
	-7.6
	-9.4
	29
	100
	-15.4
	
	

	8
	140
	-5.3
	24
	84
	-18.3
	
	

	9
	175
	-7.6
	29
	100
	-20.6
	
	

	10
	190
	-4.3
	-21
	76
	-17.3
	
	

	11
	220
	-12.0
	36
	-126
	-25.0
	
	

	12
	585
	-20.0
	46
	163
	-33.0
	
	


Figure 12

PDP and frequency correlation (FCF) of CDL model
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C1 – Suburban

The CDL parameters of LOS and NLOS condition are given below. In the LOS model Ricean K-factor is 12.9 dB, which corresponds to 200m distance between Tx and Rx.

 [Editor Note: Japan Doc. 1244 proposed to incorporate the distance dependency of the C1 NLOS scenario into the table. This issue will need to be further discussed in the next meeting.]

Table 12

Scenario C1: LOS Clustered delay line model, suburban

	Cluster #
	Delay [ns]
	Power [dB]
	AoD [º]
	AoA [º]
	Ray power [dB]
	Cluster ASD = 5º  
	Cluster ASD = 5º  

	1
	0
	5
	10
	0.0
	-25.3
	-27.1
	0
	0
	-0.02*
	-33.1**
	
	

	2
	85
	-21.6
	-29
	-144
	-34.7
	
	

	3
	135
	-26.3
	-32
	-159
	-39.3
	
	

	4
	135
	-25.1
	-31
	155
	-38.1
	
	

	5
	170
	-25.4
	31
	156
	-38.4
	
	

	6
	190
	-22.0
	29
	-146
	-35.0
	
	

	7
	275
	-29.2
	-33
	168
	-42.2
	
	

	8
	290
	295
	300
	-24.3
	-26.5
	-28.2
	35
	-176
	-34.3
	
	

	9
	290
	-23.2
	-30
	149
	-36.2
	
	

	10
	410
	-32.2
	35
	-176
	-45.2
	
	

	11
	445
	-26.5
	-32
	-159
	-39.5
	
	

	12
	500
	-32.1
	35
	-176
	-45.1
	
	

	13
	620
	-28.5
	33
	-165
	-41.5
	
	

	14
	655
	-30.5
	34
	-171
	-43.5
	
	

	15
	960
	-32.6
	35
	177
	-45.6
	
	


*
Power of dominant ray,

**
Power of each other ray

Figure 13

PDP and frequency correlation (FCF) of CDL model
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Table 13

Scenario C1: NLOS Clustered delay-line model, suburban

	Cluster #
	Delay [ns]
	Power [dB]
	AoD [º]
	AoA [º]
	Ray power [dB]
	Cluster ASD = 2º  
	Cluster ASD = 10º  

	1
	0
	5
	10
	-3.0
	-5.2
	-7.0
	0
	0
	-13.0
	
	

	2
	25
	-7.5
	13
	-71
	-20.5
	
	

	3
	35
	-10.5
	-15
	-84
	-23.5
	
	

	4
	35
	-3.2
	-8
	46
	-16.2
	
	

	5
	45
	50
	55
	-6.1
	-8.3
	-10.1
	12
	-66
	-16.1
	
	

	6
	65
	-14.0
	-17
	-97
	-27.0
	
	

	7
	65
	-6.4
	12
	-66
	-19.4
	
	

	8
	75
	-3.1
	-8
	-46
	-16.1
	
	

	9
	145
	-4.6
	-10
	-56
	-17.6
	
	

	10
	160
	-8.0
	-13
	73
	-21.0
	
	

	11
	195
	-7.2
	12
	70
	-20.2
	
	

	12
	200
	-3.1
	8
	-46
	-16.1
	
	

	13
	205
	-9.5
	14
	-80
	-22.5
	
	

	14
	770
	-22.4
	22
	123
	-35.4
	
	


Figure 14

PDP and frequency correlation (FCF) of CDL model
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C2 – Urban macro-cell

[Editor’s Note: Japan Doc. 1244 proposed to incorporate the distance dependency of the C2 NLOS scenario into the table. This issue will need to be further discussed in the next meeting.]

Table 14

Scenario C2: NLOS clustered delay line model, urban macro-cell
	Cluster #
	Delay [ns]
	Power [dB]
	AoD [º]
	AoA [º]
	Ray power [dB]
	Cluster ASD = 2º  
	Cluster ASD = 15º  

	1
	0
	-6.4
	11
	61
	-19.5
	
	

	2
	60
	-3.4
	-8
	44
	-16.4
	
	

	3
	75
	-2.0
	-6
	-34
	-15.0
	
	

	4
	145
	150
	155
	-3.0
	-5.2
	-7.0
	0
	0
	-13.0
	
	

	5
	150
	-1.9
	6
	33
	-14.9
	
	

	6
	190
	-3.4
	8
	-44
	-16.4
	
	

	7
	220
	225
	230
	-3.4
	-5.6
	-7.4
	-12
	-67
	-13.4
	
	

	8
	335
	-4.6
	-9
	52
	-17.7
	
	

	9
	370
	-7.8
	-12
	-67
	-20.8
	
	

	10
	430
	-7.8
	-12
	-67
	-20.8
	
	

	11
	510
	-9.3
	13
	-73
	-22.3
	
	

	12
	685
	-12.0
	15
	-83
	-25.0
	
	

	13
	725
	-8.5
	-12
	-70
	-21.5
	
	

	14
	735
	-13.2
	-15
	87
	-26.2
	
	

	15
	800
	-11.2
	-14
	80
	-24.2
	
	

	16
	960
	-20.8
	19
	109
	-33.8
	
	

	17
	1020
	-14.5
	-16
	91
	-27.5
	
	

	18
	1100
	-11.7
	15
	-82
	-24.7
	
	

	19
	1210
	-17.2
	18
	99
	-30.2
	
	

	20
	1845
	-16.7
	17
	98
	-29.7
	
	


Figure 15

PDP and frequency correlation (FCF) of CDL model
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C3 – Bad urban macro-cell

[Editor’s Note: Japan Doc. 1244 proposed to incorporate the distance dependency of the C3 NLOS scenario into the table. This issue will need to be further discussed in the next meeting.]

The CDL parameters of NLOS condition are given below. 

Table 15

Scenario C3:  NLOS Clustered delay line model, bad urban, macrocell

	Cluster #
	Delay [ns]
	Power [dB]
	AoD [º]
	AoA [º]
	Ray power [dB]
	Cluster ASD = 2º  
	Cluster ASA = 15º  

	1
	0
	-4.7
	-10
	61
	-17.7
	
	

	2
	0
	5
	10
	-3
	-5.2
	-7
	0
	0
	-13
	
	

	3
	10
	-7.2
	12
	-75
	-20.2
	
	

	4
	10
	-6.3
	-11
	-70
	-19.3
	
	

	5
	30
	35
	40
	-4.8
	-7
	-8.8
	-12
	76
	-14.8
	
	

	6
	50
	-3.7
	-9
	53
	-16.7
	
	

	7
	80
	-7.4
	-12
	76
	-20.4
	
	

	8
	110
	-7.2
	12
	-75
	-20.2
	
	

	9
	155
	-9.6
	14
	-87
	-22.7
	
	

	10
	165
	-5.2
	-10
	64
	-18.3
	
	

	11
	165
	-6.3
	11
	70
	-19.3
	
	

	12
	250
	-8.9
	14
	83
	-21.9
	
	

	13
	280
	-8.5
	13
	-81
	-21.5
	
	

	14
	440
	-8.4
	13
	-81
	-21.4
	
	

	15
	490
	-8.5
	-13
	81
	-21.5
	
	

	16
	525
	-5
	10
	62
	-18
	
	

	17
	665
	-10.9
	15
	92
	-23.9
	
	

	18
	685
	-10.9
	15
	92
	-24
	
	

	19
	4800
	-9.7
	-135
	25
	-22.7
	
	

	20
	7100
	-13
	80
	40
	-26
	
	


[Editor’s note: The plots for profile will need to be inserted by Finland by next meeting.]

D1 – Rural macro-cell

The CDL parameters of LOS and NLOS condition are given below. In the LOS model Ricean K‑factor is 13.7 dB, which corresponds to 500m distance between Tx and Rx.

Table 16

Scenario D1:  LOS Clustered delay line model, rural macro-cell

	Cluster #
	Delay [ns]
	Power [dB]
	AoD [º]
	AoA [º]
	Ray power [dB]
	Cluster ASD = 2º  
	Cluster ASD = 3º  

	1
	0
	0.0
	0
	0
	-0.02*
	-35.9**
	
	

	2
	40
	-22.3
	-95
	189
	-35.3
	
	

	3
	40
	-25.6
	102
	203
	-38.6
	
	

	4
	40
	45
	50
	-23.1
	-25.3
	-27.1
	-90
	-179
	-33.1
	
	

	5
	40
	45
	50
	-23.7
	-25.9
	-27.7
	104
	-208
	-33.7
	
	

	6
	60
	-27.4
	-105
	210
	-40.4
	
	

	7
	115
	-27.0
	104
	-208
	-40.0
	
	

	8
	135
	-25.2
	-101
	-201
	-38.2
	
	

	9
	175
	-30.1
	110
	-219
	-43.1
	
	

	10
	195
	-32.5
	114
	228
	-45.5
	
	

	11
	215
	-31.7
	-113
	-225
	-44.7
	
	

	12
	235
	-33.9
	-117
	-233
	-46.9
	
	

	13
	235
	-31.0
	-112
	223
	-44.0
	
	


*  Power of dominant ray,  

** Power of each other ray

Figure 16

PDP and frequency correlation (FCF) of CDL model

[image: image69]

[image: image70]
Table 17

Scenario D1:  NLOS Clustered delay line model, rural macro-cell

	Cluster #
	Delay [ns]
	Power [dB]
	AoD [º]
	AoA [º]
	Ray power [dB]
	Cluster ASD = 2º  
	Cluster ASD = 3º  

	1
	0
	5
	10
	-3.0
	-5.2
	-7.0
	0
	0
	-13.0
	
	

	2
	0
	-1.8
	-8
	28
	-14.8
	
	

	3
	5
	-3.3
	-10
	38
	-16.3
	
	

	4
	10
	15
	20
	-4.8
	-7.0
	-8.8
	15
	-55
	-14.8
	
	

	5
	20
	-5.3
	13
	48
	-18.3
	
	

	6
	25
	-7.1
	15
	-55
	-20.1
	
	

	7
	55
	-9.0
	-17
	62
	-22.0
	
	

	8
	100
	-4.2
	-12
	42
	-17.2
	
	

	9
	170
	-12.4
	20
	-73
	-25.4
	
	

	10
	420
	-26.5
	29
	107
	-39.5
	
	


Figure 17

PDP and frequency correlation (FCF) of CDL model
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D2a – Moving networks

The CDL parameters of LOS condition are given below. In the LOS model Ricean K-factor is 6 dB.

Table 18

Scenario D2a: LOS Clustered delay line model, moving networks

	Cluster #
	Delay [ns]
	Power [dB]
	AoD [º]
	AoA [º]
	Ray power [dB]
	Cluster ASD = 2º  
	Cluster ASA = 3º  

	1
	0
	5
	10
	0.0
	-14.1
	-15.8
	0
	0
	-0.29*
	-21.9**
	
	

	2
	70
	75
	80
	-13.1
	-15.3
	-17.1
	-64
	-171
	-23.1
	
	

	3
	465
	-23.8
	-60
	162
	-36.8
	
	

	4
	510
	-26.6
	-64
	-171
	-39.6
	
	


*  Power of dominant ray,  

** Power of each other ray

Figure 18

PDP and frequency correlation (FCF) of CDL model
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1.3.3
Advanced Features

1.3.3.1 Elevation angles

For the indoor and outdoor-to-indoor cases it is possible to use also the elevation spread to specify the angles of arrival and departure as given in Table 3.

[Editor’s Note: This issue required further discussion during the adhoc meeting.]

1.3.3.2 Cross-polarization values as function of BS–MS separation distance

[Editor’s note: To be investigated until the next meeting. Consider also including recommended antenna configurations]
1.3.3.3 Fixed BS and MS with moving scatterers 

[Editor’s note: Temporal K-factor to be investigated until the following meeting]
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1.4
Traffic Models
[This section introduce typical traffic models used for simulation.]
1.4.1
Introduction

[Give some general introduction to traffic model, lay out typical traffic models such as: WWW，FTP，Gaming, VoIP, Streaming, etc.]

1.4.2
Traffic models description

[Give the detail traffic model description for the traffic listed above.]

1.4.3
Traffic selection and parameters for the test environments

[List the typical models and the distribution rate of the mix of several traffics for the test environments defined in section 1.1 of Annex 2, at which four test environments are defined.]
1.5
Summary of Deployment Scenarios
[Give a extreme summary of the deployment scenarios. Define the link channel models, the system channel models, the propagation models, and the traffic models for each scenarios. Those scenarios will be used as simulation cases.]
Appendix 1

A1
Time-spatial propagation models

A1.1
Principle

The propagation model for IMT-Advanced should be at least considering the following items:

(1) 
Evaluation for broadband land mobile systems with up to 100 MHz bandwidth using the frequencies of UHF and SHF bands. 

(2) 
Eevaluation for time and spatial processing techniques such as adaptive array antenna (AAA) and multi-input-multi-output (MIMO).
To evaluate above items accurately, a time-spatial profile model, which provides not only path loss characteristics but also delay (time) and arrival angular (spatial) profile characteristics, is necessary.  It is well known that time-spatial profile characteristics depend on the distance from base station (BS), the antenna height of BS, city structure such as buildings and roads, etc. as well as carrier frequency and bandwidth.  These parameters are key to accurately characterizing the time-spatial profile.  Therefore, a time-spatial profile that considers these key parameters is required.

Actual radio propagation environments are very complicate.  In order to characterize such environments accurately, a very complex time-spatial profile model is necessary.  On the other hand, from a practical point of view, propagation model should be as simple as possible without loss of generality.  Furthermore, in order to evaluate the time variant characteristics of the receiver, time variant model of received level is also necessary.  
A.2
Time-spatial propagation models
The proposed model consists of three models; long-term time-spatial profile model, short-term time-spatial profile model, and instantaneous time-spatial profile model as shown in Fig. 1. 

The instantaneous time-spatial profile is a snapshot of the time-spatial characteristics.  Short-term time-spatial profile is obtained by spatial averaging the instantaneous time-spatial profiles over several tens of wavelength in order to suppress the variation of rapid fading. Long-term time-spatial profile is obtained by spatial averaging the short-term time-spatial profiles at approximately the same distance from the BS in order to suppress the variation due to shadowing. On the other hand, delay profile and arrival angular profiles are obtained by focusing on just the delay time or arrival angle yielded the time-spatial profile as shown in Fig. 2.

The time-spatial profiles in Fig.1 and the delay profile and arrival angular profile in Fig. 2 are expressed in terms of a continuous function with respect to delay time and arrival angle. In evaluations based on link level and system level simulations, a discrete model is generally more convenient than a continuous model as shown in Fig. 3 and Fig. 4.
A.3
Key parameters
The key parameters in the proposed model are as follows. 


<H>: 
average building height (m, 5-50 m: height above the mobile station ground level)


hb : 
BS antenna height (m, 20-150 m: height above the mobile station ground level)


d : 
distance from the BS (km, 0.1-3 km)


B : 
bandwidth or chip rate (MHz, 0.5-100 MHz)


fc: 
carrier frequency (GHz, 2-6 GHz)


 : 
wavelength of carrier frequency( m)


v : 
moving speed of MS(m/s)


L : 
level difference between the peak path’s power and cut off power



[image: image75.wmf]path

N

: 
number of observable paths.

A.4
Generation of time-spatial path profile model

Fig. A2-1-1 shows the concept of generating a time-spatial path profile model. After inputting the key parameters, a time-spatial path profile is generated by setting the pseudo random number. This allows a lot of different time-spatial path profile models with the same characteristics such as, for example, delay spread and arrival angular spread to be obtained easily. The time-spatial profile model taking the time variant characteristics into consideration is proposed based on measurement results in various cellular environments.
FIGURE A2-1-1
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FIGURE A2-1-2
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FIGURE A2-1-3
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FIGURE A2-1-4
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FIGURE A2-1-5
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[1 C3 d=0.5km, hb=40m]
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[2 C3 d=1km, hb=40m]
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[3 C3 d=1.5km, hb=40m]
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4. C2 d=0.5km, hb=40m
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[5 C2 d=1km, hb=40m]
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[6 C2 d=1.5km, hb=40m]
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[7. C1 d=0.5km, hb=30m]
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[8. C1 d=1km, hb=30m]
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[9. C1 d=1.5km, hb=30m]
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Appendix 2

A simple modelling approach based on the Markov chain can be used for the time-evolution simulations in which the dynamic properties are completely modelled by the state transition probability matrix that describe how the clusters “appear” (or “birth”) and “disappear” (or “death”). By knowing the birth and death of a cluster, the cluster lifespan can also be derived. A 4-state Markov channel model (MCM) is proposed in order to model the dynamic evolution of clusters when the MS is in motion, where each state is defined as follows:

· S0 – No “birth” or “death”,

· S1 – 1 “death” only,

· S2 – 1 “birth” only,

· S3 – 1 “birth” and 1 “death”.

Note that four states are required in order to account for the correlation that exists between number of cluster births, nB and number of cluster deaths, nD. Figure A2-2-1 illustrates the state transition diagram of the 4-state MCM in which each node is numbered to represent one state of the model.

FIGURE A2-2-1

State transition diagram of the 4-state Markov channel model
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The probabilistic switching process between states in the channel model is controlled by the state transition probability matrix, P, given by
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(A2-2-1)

where i and j denotes the state index, while pij is the state probability that a process currently in state i will occupy state j after its next transition. Note that pij must satisfy the following requirement
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where Ks is the number of states i.e., Ks=4 in our case and P describes how clusters appear and disappear when the MS moves. 
[Editor’s note: The Markov model to be modified for a constant number of paths/clusters. The change of state is achieved by the power levels. The constant number of taps is essential to keep the model simple enough]
Appendix 3

The variation of large scale parameters is conjectured to affect the number of clusters. The cluster generation process proposed in this model can be summarized as follows:

1. The received powers estimated using the conventional Okumura-Hata path loss model is defined as a standard cluster.

2. The standard cluster is separated into Nt delay cluster in the delay domain by using the power profile estimation equation given by equation (A2-3-1).

3. Based on the ellipse scattering model, each of the delay clusters can be spatially separated in the angular domain, Na.

Finally, the total number of clusters in the spatial-temporal domain can be generated as Nt(Na. Figure A2-3-1 shows the process for the above 3 steps. Note that the scattering model assumed that the effective scattering area around the MS can be expressed by an ellipse in which the MS is located in the center of the ellipse, and major axis of the ellipse runs in parallel along the street in which the MT is being located.

FIGURE A2-3-1

The generation of clusters in the spatial-temporal domains
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As described above, the standard cluster can be estimated using the Okumura-Hata path loss model. Then, the delay cluster can be generated from the power delay profile and can be expressed as follows:
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where [image: image96.png]


 is the relative receiving power of ith path, B is the chip rate in Mcps, D is the transmitter and receiver separation distance in meter, hb is the BS antenna height. Conformed condition is hb  >   <H>.

Afterwards, the delay cluster will be spatially separated by deploying the method proposed in Figure A2-3-3. Based on this methodology, it is assumed that the position of the angular cluster exits at the intersection point between the arriving time at the MS and the scattering distribution ellipse as illustrated by Figure A2-3-2. Thus, a single delay cluster will be split into two delay clusters in which their angles θ1 and θ2 are given by:
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where [image: image99.png][ = |6, = 8| = O
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, θ1 and θ2 can be interchanged. Figure A-3-3 shows the example on how the angular information can be obtained from equations (A2-3-2 and A2-3-3).

FIGURE A2-3-2

The angular cluster estimation model
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FIGURE A2-3-3

The spatial-temporal cluster estimation results
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After identifying the spatial-temporal cluster, their received power needs to characterize. In general, the cluster located nearer to the MS has larger received power as compared to cluster located further away from the MS. When the delay cluster of received power Pr is spatially separated into angular clusters with angle of arrivals θ1 and θ2, their received power can be expressed as [image: image103.png]
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, respectively, which are defined as follows:
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In the case when [image: image106.png]|



 becoming small i.e., [image: image107.png]


, it can be assumed that [image: image108.png]
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Figure A2-3-4 shows the figure in which the estimation using the proposed model was compared with the result obtained from a measurement. From the figure, it is clearly shown that for each cluster, the short section changes with a standard deviation σ=6dB. It is understood that the proposed model can be applied to most measurements to be included in the estimation. 

FIGURE A2-3-4

The comparison of the estimation of spatial-temporal cluster based 
on the proposed model and measurement results
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1.4
Link budget template and deployment models

[Editors note: Text need to be inserted. Startpoint could be M.1225 and MIMO models etc.]

[Editor note: From the document 1143

The detailed evaluation procedures and the technical attributes which should be considered for the evaluation of radio interface technologies against each of the criteria and gives indication on what possible impact upon the different criteria could be included in this section. Radio interface technologies performance evaluation is to be based on a common set of verifiable parameter assumptions for all evaluation criteria for each test environment; if conditions change the technology descriptions should explain it. 

To facilitate such criteria evaluation summaries, this part will identify the importance or relative ranking of the various technical attributes within each evaluation criteria. Ranking of some attributes may be different for different test environments. These rankings are based upon current anticipated market needs within some countries. It is also recognized that some new technical attributes or important considerations may be identified during the evaluation procedure that could impact any evaluation criteria summary.]
[Editor’s note: source [8F/1257, NZ] proposes to add a new annex]

Annex 3

Requirements for assessment of candidate technologies

[Editors note: the purpose of this section is to develop a template for evaluation]

[Editors note: the overlap between this template and the template developed in Annex 6 of the Circular Letter need to be considered.]

The table below lists the specific requirements for evaluation as described in [IMT.EVAL]. It also lists the requirements that constitute a positive assessment for a IMT-Advanced candidate technology.

	Required technology items for evaluation
	Evaluation Results

	Peak data rates
	

	Coverage of data rates over the cell area
	

	Cell edge data rates
	

	Area spectrum efficiency
	

	Spectrum efficiency/ Coverage efficiency
	

	Technology complexity
	

	Quality for each class of service;

–
conversational;

–
interactive;

–
streaming;

–
background 
	

	Service Types
	

	Flexibility of radio interface
	

	Implication on network interfaces
	

	Cell Coverage
	

	Power efficiency
	

	Spectrum compatibility
	

	Mobility
	


_____________________

� The term system-level means here that the model is able to cover multiple links, cells and terminals.
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�Check, Lassi!



�Check SF definition (sign of SF)!








_1241355938.unknown

_1241425166.unknown

_1232356959.unknown

_1238589482.vsd
S2


S0


S1


S3


p03


p02


p01


p00


p12


p23


p13


p30


p31


p32


p20


p10


p21


p11


p22


p33



_1229870820.unknown

_1232355841.unknown

_1226394991.unknown

_1229843484.unknown

_1226316938.unknown

_1226241087.unknown

_1226309253.unknown

_1226241970.unknown

_1226241076.unknown

_1222261524.unknown

_1223380886.unknown

_1223805838.unknown

_1223836141.unknown

_1223449528.unknown

_1223757115.unknown

_1223381728.unknown

_1223291463

_1223378087.unknown

_1222261640.unknown

_1222175923.unknown

_1222188128.unknown

_1222191347.unknown

_1222195801.unknown

_1222189382.unknown

_1222175926.unknown

_1221398428.unknown

_1222069790.vsd
�

�

�

�

�

�

�

�

Array 2
(U Rx elements)�

Path 1�

Path N�

Array 1
(S Tx elements)�


_920734069.unknown

