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1 Introduction 
Contribution IEEE C80216ppc-10_0049r1, [1], discussed functional requirements relevant to network entry by large number of devices.  Focusing on the smart metering applications, the contribution highlighted several use cases that will require network access by large number of devices in a relatively short period of time.  It was shown that for some cases such as simultaneous reporting of outage alarms by a large number of smart meters can potentially strain the existing random access capacity of IEEE 802.16m standard [2]. In this contribution we extend the simple analysis presented in [1] to model the performance of the binary back-off algorithm used for network entry in 802.16 systems.  Our analysis shows that for certain scenarios, the random access performance of this algorithm can be fairly poor. Therefore, it will be important to extend the capabilities of the 802.16 standard to support a large number of M2M devices in the network. Some of these extended capabilities have been captured as functional requirements in the IEEE 802.16p Systems Requirements Document (SRD) [3].  Here we propose specific performance requirements that apply to network entry by large number of devices.
This contribution briefly reviews the uses cases and the analysis described in C80216ppc-10_0049r1. The analysis is then extended to capture the binary exponential random back-off procedure used for network entry in IEEE 802.16 systems. Performance results are included for the various assumptions on the number of devices and the arrival rate of random access attempts.  The results are then analyzed to check for resulting requirements for the 802.16p standard.  Finally, the specific text for inclusion in the performance requirements section of the IEEE 802.16p SRD is described.
2 Scenarios Covering Network Entry by Large Number of Devices
 Machine-to-machine applications (M2M) are expected to support very large number of devices per cell.  Using the Smart Metering application as a reference, contribution [1] estimates the number of devices supported by a sector to be in the broad range of 3000-35000 devices/sector.  In a number of applications the devices are characterized by infrequent and delay tolerant traffic [4], so appropriate use of existing network design can support network access by large number of devices. However, there are certain use cases that result in near simultaneous network entry by a very large number of devices that may easily overwhelm system capacity. In the following we describe some of these usage scenarios:
· A large number of devices can transition from idle to active state when there is a large scale outage event, for example a wide-spread power outage event for a smart metering deployment. Here, the smart meters are required to send a “last gasp” alarm notifying the network that they have lost power. Typically, this report needs to be sent out within a few hundred milliseconds, given that smart meters are expected to operate without battery backup and have limited charge to send the message before complete loss of power (see contribution [5] for more details).  This need for simultaneous network entry can result from the need to maintain a large number of devices the network in idle state. Idle state may be preferred due to a variety of reasons such as a) limited address space for supporting a large number of simultaneously active connections (10-35K devices) b) overhead associated with maintenance signaling for active connections and c) reducing device power consumption etc. 

· There may also be a surge in network entry when M2M devices attempt to connect back to the network after an outage event. This can occur in a smart metering application after a power outage event.  
· Surge in network access attempts can also occur for applications other than smart metering. For example a large number of sensors in a building may attempt to report an alarm event simultaneously in case of a break-in or an emergency event.
3 Preliminary Analysis of Initial Random Access Capacity of IEEE 802.16m

The preliminary analysis covered in contribution [1] is reviewed in this section. The network entry procedure requires several steps, which are described in [2]. In the following we focus on the capacity of IEEE 802.16m to handle initial ranging attempts from a large number of devices.

Table 1 describes the number of initial ranging attempts with a contention probability of 1%, which may be supported by 802.16m under various ranging channel configurations supported.   
	Case
	Number of Contention Channels /second
	Maximum (Minimum)

# of Codes
	Random Access Opportunities
/second
	Overhead
	Number of ranging attempts/s supported
w/ contention  probability of 1%

(0.15 arrival rate)

	1
	200
	32 (8)
	6400   (1600)
	2.85%
	960  (240)

	2
	50
	32 (8)
	1600   (400)
	0.71%
	240  (60)

	3
	25
	32 (8)
	800    (200)
	0.35%
	120  (30)

	4
	12.5
	32 (8)
	400    (100)
	0.18%
	60   (15)


Table 1: Maximum number of ranging access attempts second supported with a 1% contention probability per preamble, assuming Poisson arrival (see [1] for more details).
Table 2 indicates the ranging access attempts/second, when a large number of devices attempt network entry over a short time interval of interest (the requests are assumed to be uniformly spread over the interval of interest).
	Application
	Access Interval of Interest
	Ranging Access Attempt/s

12K devices/sector
	Ranging Access Attempt/s

35K devices/sector

	Meter Reporting
	5 minute
	40
	116.7

	Meter Reporting
	1 minute
	200
	583.3

	Unsynchronized Alarm Reporting or Network Access
	10 second
	1200
	3500

	Last Gasp Event Reporting
	500 millisecond
	24000
	70000


Table 2: Possible access arrival rates for different scenarios, assuming 12000 and 35000 devices per sector. It can be seen that access attempts resulting from a surge in network arrivals will far exceed the ranging channel capacity of 802.16m.
It is clear from the table above that capacity for initial random access must be enhanced or the random access arrival rate must be controlled to ensure reliable system performance for the extreme scenarios described. However, we note that the above analysis is simplistic in that it requires the first random access attempt to be successful. In practice, a device will attempt network entry several times using the random back-off procedure mandated by the 802.16 standard. Further, the application may not require all messages to get through when faced with a surge in network access attempt. Just a few messages may be sufficient in order to initiate appropriate processing in the network [5].  If a device makes several attempts to access the network, it become important to characterize network entry performance in terms of the delays incurred, the number of tries for successful access and the probability that device will eventually be successful at network entry. In the next section, we provide more detailed simulation analysis of the random 802.16 random back-off under the challenging access rates assumption described in Table 2, and analyze the network access performance across several important metrics of interest.
4 Performance Analysis of 802.16m Random Access 

This section summarizes the simulation performance of IEEE 802.16m random back-off procedure for initial ranging, under the challenging network entry scenarios discussed in the previous section. Detailed performance results and simulation assumptions are included in the Appendix.  We assume optimistic processing times and work with maximum possible ranging channel capacity defined in Table 1, for most cases. Additional processing delays will be incurred if several ranging attempts are required for calibration as well as if the full extent of the ranging message protocol is include. We also assume that physical layer performance of ranging code detection does not vary with surging random access attempts and will be controlled at a decode error probability of 1%. The assumed system parameters follow the 802.16m specification as much as possible.
We first start by assessing the capacity of the system to support large number of devices by investigating the number of devices and the access rates per device that force the system into outage. Here outage is defined for two different cases a) system is in outage if even a few successful access attempts cannot be supported or conversely the system is not in outage if probability of successful access > 0, b) system is in outage if probability of successful access < 99%. The outage capacity of the system is number of devices that may be supported without experiencing outage conditions. Table 3and Table 4 show the outage capacities for criterion a) and b) respectively. Note that only a discrete set of users are considered in this computation [1K, 10K, 30K, 50K].
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Number of Contention 

Slots /s 

Ranging Channel Configuration Arrival Rate /deviceDevices Supported such 

that Prob. Access Success 

> 0

1008 codes 1/80ms 1/60s10K

40032 codes 1/80 ms1/60s50K

16008 codes  1/5 ms1/60s50K

640032 codes 1/5 ms1/60s50K

32000160 codes 1/5 ms1/60s50K

1008 codes 1/80ms 1/10s1K

40032 codes 1/80 ms1/10s10K

16008 codes  1/5 ms1/10s50K

640032 codes 1/5 ms1/10s50K

32000160 codes 1/5 ms1/10s50K

1008 codes 1/80ms 1/0.5sNONE

40032 codes 1/80 ms1/0.5s1K

16008 codes  1/5 ms1/0.5s1K

640032 codes 1/5 ms1/0.5s10K

32000160 codes 1/5 ms1/0.5s50K


Table 3: Capacity of 802.16m systems to support network access by [1K, 10K, 30K, 50K] devices as a function of arrival rate per device of [1/60s, 1/10s, 1/0.5s].  Here a minimal criterion is used in that the capacity of N devices is supported if out of N devices accessing the network, more than zero are able to access the network (Probability of Access Success > 0). 

[image: image2.emf]Prob that [1K, 10K, 30K, 50K] users will be supported with probability of access success > 99%

Number of Contention 

Slots /s 

Ranging Channel Configuration Arrival Rate Devices suppported such 

that Prob. Access Succes > 

99% 

1008 codes 1/80ms 1/60s1K

40032 codes 1/80 ms1/60s1K

16008 codes  1/5 ms1/60s10K

640032 codes 1/5 ms1/60s50K

32000160 codes 1/5 ms1/60s50K

1008 codes 1/80ms 1/10sNONE

40032 codes 1/80 ms1/10sNONE

16008 codes  1/5 ms1/10s1K

640032 codes 1/5 ms1/10s10K

32000160 codes 1/5 ms1/10s50K

1008 codes 1/80ms 1/0.5sNONE

40032 codes 1/80 ms1/0.5sNONE

16008 codes  1/5 ms1/0.5sNONE

640032 codes 1/5 ms1/0.5sNONE

32000160 codes 1/5 ms1/0.5sNONE


Table 4: Capacity of 802.16m systems to support network access by [1K, 10K, 30K, 50K] devices as a function of arrival rate per device of [1/60s, 1/10s, 1/0.5s].  Here a more realistic criterion is used. Capacity of N devices is supported if out of N devices accessing the network, greater than 99% are able to access the network (Probability of Access Success >= 99%).  
It can be seen from the results shown in Table 3 and Table 4, that as the arrival intensity increases with respect to the ranging channel capacity of the system, even 1000 users cannot be supported with 99% access success probability. In fact even increasing the number of access opportunities/second by 5 times, does not improve the outage performance. However, it can be seen that a few attempts can still go through despite the excessive load.
Table 5 shows a more detailed summary of the results obtained across varying number of users, arrival rates, and ranging channel configurations. Complete statistics capturing probability of contention, probability of access success, mean delay for all devices and only the devices that are able to access the network (conditional), and mean number of retries.


[image: image3.emf]Number of Users Number of 

Access  

Oportunities

/second

Ranging Channel 

Configuration 

Arrival 

Rate/second/

device

Prob. 

Contention 

Prob. 

Succesful 

Access 

Mean Delay 

Unconditional 

(Conditional)

Mean  Retries 

Unconditional 

(Conditional)

1K1008 codes 1/80ms 1/60s0.2~188ms (88ms)1.3 (1.3)

10K1008 codes 1/80ms 1/60s~1~08.8s (130ms)16 (1.5)

1K40032 codes 1/80 ms1/60s0.04~155ms (55ms)1 (1)

10K40032 codes 1/80 ms1/60s~10.058.6s (3.6s)15.5 (8)

30K40032 codes 1/80 ms1/60s~1~08.8s (216ms)16 (2)

30K640032 codes 1/5 ms1/60s0.35~135ms (35ms)1.6 (1.6)

50K640032 codes 1/5 ms1/60s0.47~140ms (40ms)1.9 (1.9)

1K40032 codes 1/80 ms1/10s0.30.98125ms (125ms)1.45 (1.45)

10K40032 codes 1/80 ms1/10s~1~08.8s (65ms)16 (1.2)

1K16008 codes  1/5 ms1/10s0.3~134ms (34ms)1.5 (1.5)

10K16008 codes  1/5 ms1/10s~1~0650ms (350ms)16 (9.5)

30K16008 codes  1/5 ms1/10s~1~0650ms (70ms)16 (3.8)

10K640032 codes 1/5 ms1/10s0.5~143ms (43ms)2 (2)

30K640032 codes 1/5 ms1/10s~10.02650ms (340ms)15.9 (9)

50K640032 codes 1/5 ms1/10s~1~0655ms (330ms)16 (9)

1K16008 codes  1/5 ms1/0.5s~1~0 650ms (340ms)  16 (9.4) 

1K640032 codes 1/5 ms1/0.5s 0.7  0.9  73ms (73ms)  3.2 (3.2) 

10K640032 codes 1/5 ms1/0.5s ~1  ~0  660ms (140ms)  16 (5) 

1K32000160 codes 1/5 ms1/0.5s0.30.9533ms (33ms)1.4 (1.4)

10K32000160 codes 1/5 ms1/0.5s0.980.11560ms (33ms)16 (3)


Table 5: Summary of performance of IEEE 802.16m random back-off procedure under different assumptions on the network access rates. 
The results shown in the above table suggest that when a large number of devices (close to 30K for an arrival rate of 1/10s per device) attempt to access, the network there is very low probability (< 2%) that the network entry attempt will be successful even after the maximum number of retries (16) has been reached.  Results also show that even with lower number of devices (10K), a surge in network access attempts (devices access within 500ms period) will degrade the random access success rates beyond the required reliability rates. Here, even increasing the access opportunities by 5 times will not support 1000 users at 99% access success. Further, if the system is not operating at full capacity (only 400 random access opportunities per slot), a drastic degradation in random access performance is observed, where a 1000 access attempts/second will only be successful 5% of the time. Hence, appropriate methods must be designed to handle the overload caused by a surge in network attempts.  Note that the performance results shown are for fixed back-off parameters. The back-off parameters must be optimized to cope with the varying network load in the system. However, while access rates may be improved by increasing contention window size, the delays incurred by devices will also increase correspondingly.  Further analysis in this area is needed to fully characterize system behavior.
We also note that the average latency of even the devices that are successful at network entry can exceed the minimum control plane latency required for 16m devices (which is 100ms [6]).  Therefore if M2M devices co-exist with other non-M2M devices, the system design must allow for maintaining the latency of random access for non-M2M devices.  Additionally priority access must also be provided for higher priority M2M devices such that their access reliability and latency is not affected by network overload. 
5 Requirements for the IEEE 802.16p Standard

Several functional requirements related to system improvements needed to manage network access by a large number of devices are captured in the IEEE 802.16p SRD [3]. In particular clauses 6.2.6 and 6.2.6.1 of 802.16p SRD relate to improvements in network access for large number of devices. Requirements that allows for solutions to mitigate network access attempts by a large number of devices are also captured (see clause 6.2.2). Additionally, clause 6.2.8 relates to providing priority access for certain classes of M2M devices, which is essential if priority based M2M services, as well as non-M2M devices are to remain un-affected by the network overload caused by mass network access from M2M devices. In the following we focus on performance requirements relevant for network entry.
· Reliable network entry for large number of devices: 16p systems should provide reliable network access, by supporting an access reliability of > 99%, when the network access rate is less than 3000 access attempts/second. Note that this requirement will ensure satisfactory access performance for unsynchronized network access for up to 30,000 M2M devices. As indicated in earlier section, this requirement aims to increase access rates by 3x, which may be accomplished by increasing the maximum number of random access channels available for use.
· Maintain control plane latency for non-M2M devices: 16p systems should maintain the control plane latency for non-M2M devices (100ms specified in 16m SRD), when M2M devices share the network with other non-M2M devices. This requirement is needed to ensure that performance of non-M2M devices is not significantly degraded if such devices are deployed together with a large number of M2M devices. We note that this requirement is captured by the backward compatibility requirement on 16p systems and therefore no new requirement needs to be added to the 16p SRD. 
· Provide prioritized access for certain M2M devices: 16p systems should ensure that high-priority M2M services are able to access the network with the required control plane latency.  While this is an important requirement to specify, insufficient information is available on the range of M2M applications to specify this requirement at this stage. We do note that for certain Smart Grid applications such as Distribution Automation, a tight latency of tens of milliseconds may be needed [8].

· Provide nominal level of random access success rates under network overload conditions: 16p systems should maintain a minimal level of access reliability during “high intensity alarm events” by allowing one ore more devices to access the system with a control plane latency of 100 milliseconds. This requirement is needed to ensure that sufficient number of alarms are recognized by the system to initiate appropriate processing (example power outage reporting for smart meters within 100-250 milliseconds. See [5]).
6 Text Proposal 

Specific text changes to the 802.16p SRD are indicated below.
---------------------------Begin Text Proposal-------------------------------
7 Performance Requirements 

7.2 Large Number of Devices
7.1.1 The system shall provide reliable network access, by supporting an access reliability of > 99%, when the network access rate is less than 3000 access attempts/second.
7.1.2  The system shall maintain a minimal level of performance when the access rate exceeds 60,000 attempts/second, by allowing one ore more devices to access the system with a control plane latency of 100 milliseconds. 
---------------------------End Text Proposal-------------------------------
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9 Appendix: Detailed Simulation Assumptions & Performance Results
9.1 Simulation Parameters 
	System Parameters 
	Setting 

	Raging Channel Configuration for 802.16m 
	Periodicity 1/5ms frame, 1 per 80ms (4 super-frames);
Number of codes 32 and 8; (extend to 160)
Configuration for 5MHz BW, CP=1/4



	Probability of decoding error 
	1%

	Number of Devices 
	1K, 10K, 30K, 50K

	Mean arrival rates 
	1/60s, 1/10s, 1/0.5s

	Arrival distribution 
	Bernoulli

	Initial random back-off window (power of 2)
	0 

	Final random back-off window (power of 2) 
	4

	Maximum Number of Retries 
	16 (maximum allowed)

	Waiting time between re-transmission 
	1 frame 

	Periodicity of ranging channel information 
	Every 40 ms (SP1 information in S-SFH, assume back-off parameters in SP3 are available)

	BS processing latency 
	1 frame 

	Synchronization latency 
	Assume synchronized systems

	Random Access Messaging Assumption 
	1 single successful ranging code reception is required for network entry. The latency of RNG-REQ and RSP messages is not modeled.


9.2 Detailed Performance Results 
Only selected results for the case where the system is configured for the maximum number of ranging channels (6400 ranging channel opportunities per second) are included in this section, to illustrate the limits on system performance as the per device arrival rate increases from 1/60s to 1/0.5 seconds. A large number of devices (10,000, 30,000) are also considered.
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Figure 1: Conditional contention probability (probability of collision given that a device transmits) as a function of arrival rate per device of [1/60s, 1/10s, 1/0.5s]. The maximum number of access opportunities defined in 802.16m is assumed. Note that even if the contention probability is high, the device may still successfully access the system by employing random back-off and reattempting network access.
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Figure 2: Probability of Successful Access as a function of arrival rate per device of [1/60s, 1/10s, 1/0.5s]. The maximum number of access opportunities defined in 802.16m is assumed. Note that access success probability drops sharply to zero as the access rate increases.
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Figure 3: Mean delay in milliseconds function of arrival rate per device of [1/60s, 1/10s, 1/0.5s]. The maximum number of access opportunities defined in 802.16m is assumed. Mean delay is computed across all devices regardless of access success. Conditional Mean delays are shown for the devices that are successful at network entry. Note that as access success probability declines for intense arrival rates, conditional mean delays are lower as they only represent the few users that are successful at network entry.
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Figure 4: Mean number of retries as a function of arrival rate per device of [1/60s, 1/10s, 1/0.5s]. The maximum number of access opportunities defined in 802.16m is assumed. Mean number of retries is computed across all devices regardless of access success. Conditional mean retries are shown for the devices that are successful at network entry. Note that as access success probability declines for intense arrival rates, conditional retries are lower as they represent the few users that are able to access the network. The unconditional value reaches its maximum allowed limit of 16. 
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Figure 5: CDF of access delays for 10K devices and 6400 access opportunities/second.  Delays are plotted across all users regardless of success at network access. Conditional delays are plotted for the users that are successful at network entry. An access rate of 1/10s per device is assumed. For lower access rates conditional delays are identical to the overall delay as virtually all users are able to access the network.
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Approx. Vinel

		Number of Users						From Vinel et. al,

		Access Attempts Per User						Model w/ no distribution on arrival rates

		Number of Slots

		Contention Probability Per Slot

				Analytical Results for Mean Access Delay (worst case performnace)

				Initial Window L=1

				Number of Stages m= 15

				Users		Slots		Mean Delay (frames)		Mean Delay (s)

				1000		32		85		0.425

				5000		32		431		2.155

				10000		32		885		4.425

				30000		32		2840		14.2

				1000		8		344		1.72

				5000		8		1837		9.185

				10000		8		3885		19.425

				30000		8		13460		67.3

				1000		160		17		0.085

				5000		160		84		0.42

				10000		160		168		0.84

				30000		160		514		2.57





Outage-Final

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability of access success > 0

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate /device		Devices Supported such that Prob. Access Success > 0

		100		8 codes 1/80ms		1/60s		10K

		400		32 codes 1/80 ms		1/60s		50K

		1600		8 codes  1/5 ms		1/60s		50K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		1K

		400		32 codes 1/80 ms		1/10s		10K

		1600		8 codes  1/5 ms		1/10s		50K

		6400		32 codes 1/5 ms		1/10s		50K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		1K

		1600		8 codes  1/5 ms		1/0.5s		1K

		6400		32 codes 1/5 ms		1/0.5s		10K

		32000		160 codes 1/5 ms		1/0.5s		50K

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability of access success > 99%

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Devices suppported such that Prob. Access Succes > 99%

		100		8 codes 1/80ms		1/60s		1K

		400		32 codes 1/80 ms		1/60s		1K

		1600		8 codes  1/5 ms		1/60s		10K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		NONE

		400		32 codes 1/80 ms		1/10s		NONE

		1600		8 codes  1/5 ms		1/10s		1K

		6400		32 codes 1/5 ms		1/10s		10K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		NONE

		1600		8 codes  1/5 ms		1/0.5s		NONE

		6400		32 codes 1/5 ms		1/0.5s		NONE

		32000		160 codes 1/5 ms		1/0.5s		NONE





Outage 

		

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability > 0

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Clients Supported

		100		8 codes 1/80ms		1/60s		10K

		400		32 codes 1/80 ms		1/60s		50K

		2000		160 codes 1/80 ms		1/60s		50K		Not important

		1600		8 codes  1/5 ms		1/60s		50K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		1K

		400		32 codes 1/80 ms		1/10s		10K

		2000		160 codes 1/80 ms		1/10s		50K		Not important

		1600		8 codes  1/5 ms		1/10s		50K

		6400		32 codes 1/5 ms		1/10s		50K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		1K

		2000		160 codes 1/80 ms		1/0.5s		10K		Not important

		1600		8 codes  1/5 ms		1/0.5s		1K

		6400		32 codes 1/5 ms		1/0.5s		10K

		32000		160 codes 1/5 ms		1/0.5s		50K

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability > 99%				TO BE FILLED

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Clients Scenario Supported

		100		8 codes 1/80ms		1/60s		1K

		400		32 codes 1/80 ms		1/60s		1K

		2000		160 codes 1/80 ms		1/60s		30K		Not important

		1600		8 codes  1/5 ms		1/60s		10K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		NONE

		400		32 codes 1/80 ms		1/10s		NONE

		2000		160 codes 1/80 ms		1/10s		1K		Not important

		1600		8 codes  1/5 ms		1/10s		10K

		6400		32 codes 1/5 ms		1/10s		50K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		NONE

		2000		160 codes 1/80 ms		1/0.5s		NONE		Not important

		1600		8 codes  1/5 ms		1/0.5s		NONE

		6400		32 codes 1/5 ms		1/0.5s		NONE

		32000		160 codes 1/5 ms		1/0.5s		NONE





Summary 

		

		Number of Users		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Clients Supported@ Paccess > 0		Prob. Contention		Prob. Access		Mean Delay Unconditional (Conditional)		Mean  Retries Unconditional (Conditional)

		1K		100		8 codes 1/80ms		1/60s		10K		0.2		~1		88ms (88ms)		1.3 (1.3)

		10K		100		8 codes 1/80ms		1/60s		10K		~1		~0		8.8s (130ms)		16 (1.5)

		1K		400		32 codes 1/80 ms		1/60s		50K		0.04		~1		55ms (55ms)		1 (1)

		10K		400		32 codes 1/80 ms		1/60s		50K		~1		0.05		8.6s (3.6s)		15.5 (8)

		30K		400		32 codes 1/80 ms		1/60s		50K		~1		~0		8.8s (216ms)		16 (2)

		50K		400		32 codes 1/80 ms		1/60s		50K		~1		~0		8.8s (60ms)		16 (1.2)

		10K		6400		32 codes 1/5 ms		1/60s		50K		0.16		~1		30ms (30ms)		1.2 (1.2)

		30K		6400		32 codes 1/5 ms		1/60s		50K		0.35		~1		35ms (35ms)		1.6 (1.6)

		50K		6400		32 codes 1/5 ms		1/60s		50K		0.47		~1		40ms (40ms)		1.9 (1.9)

		1K		400		32 codes 1/80 ms		1/10s		10K		0.3		0.98		125ms (125ms)		1.45 (1.45)

		10K		400		32 codes 1/80 ms		1/10s		10K		~1		~0		8.8s (65ms)		16 (1.2)

		1K		1600		8 codes  1/5 ms		1/10s		50K		0.3		~1		34ms (34ms)		1.5 (1.5)

		10K		1600		8 codes  1/5 ms		1/10s		50K		~1		~0		650ms (350ms)		16 (9.5)

		30K		1600		8 codes  1/5 ms		1/10s		50K		~1		~0		650ms (70ms)		16 (3.8)

		50K		1600		8 codes  1/5 ms		1/10s		50K		~1		~0		650ms (50ms)		16 (3.3)

		10K		6400		32 codes 1/5 ms		1/10s		50K		0.5		~1		43ms (43ms)		2 (2)

		30K		6400		32 codes 1/5 ms		1/10s		50K		~1		0.02		650ms (340ms)		15.9 (9)

		50K		6400		32 codes 1/5 ms		1/10s		50K		~1		~0		655ms (330ms)		16 (9)

		1K		100		8 codes 1/80ms		1/0.5s		NONE		~1		~0		N/A		N/A

		1K		400		32 codes 1/80 ms		1/0.5s		1K		0.99		0.01		7.9s (3.7s)		14.5 (8.2)

		1K		1600		8 codes  1/5 ms		1/0.5s		1K		~1		~0		650ms (340ms)		16 (9.4)

		1K		6400		32 codes 1/5 ms		1/0.5s		10K		0.7		0.9		73ms (73ms)		3.2 (3.2)

		10K		6400		32 codes 1/5 ms		1/0.5s		10K		~1		~0		660ms (140ms)		16 (5)

		10K		6400		32 codes 1/5 ms		1/0.5s		10K		0.44		0.10		4.3s (4.3s)		1.8 (1.8)		With alternative contention params:

		30K		6400		32 codes 1/5 ms		1/0.5s		10K		Not supported!								W = 512, m = 2

		1K		32000		160 codes 1/5 ms		1/0.5s		50K		0.3		0.95		33ms (33ms)		1.4 (1.4)

		10K		32000		160 codes 1/5 ms		1/0.5s		50K		0.98		0.11		560ms (33ms)		16 (3)

		30K		32000		160 codes 1/5 ms		1/0.5s		50K		~1		~0		Maybe omit these lines: the operation is very poor!

		50K		32000		160 codes 1/5 ms		1/0.5s		50K		~1		~0






_1350686750.xls
Approx. Vinel

		Number of Users						From Vinel et. al,

		Access Attempts Per User						Model w/ no distribution on arrival rates

		Number of Slots

		Contention Probability Per Slot

				Analytical Results for Mean Access Delay (worst case performnace)

				Initial Window L=1

				Number of Stages m= 15

				Users		Slots		Mean Delay (frames)		Mean Delay (s)

				1000		32		85		0.425

				5000		32		431		2.155

				10000		32		885		4.425

				30000		32		2840		14.2

				1000		8		344		1.72

				5000		8		1837		9.185

				10000		8		3885		19.425

				30000		8		13460		67.3

				1000		160		17		0.085

				5000		160		84		0.42

				10000		160		168		0.84

				30000		160		514		2.57





Outage-Final

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability of access success > 0

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate /device		Devices Supported such that Prob. Access Success > 0

		100		8 codes 1/80ms		1/60s		10K

		400		32 codes 1/80 ms		1/60s		50K

		1600		8 codes  1/5 ms		1/60s		50K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		1K

		400		32 codes 1/80 ms		1/10s		10K

		1600		8 codes  1/5 ms		1/10s		50K

		6400		32 codes 1/5 ms		1/10s		50K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		1K

		1600		8 codes  1/5 ms		1/0.5s		1K

		6400		32 codes 1/5 ms		1/0.5s		10K

		32000		160 codes 1/5 ms		1/0.5s		50K

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability of access success > 99%

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Devices suppported such that Prob. Access Succes > 99%

		100		8 codes 1/80ms		1/60s		1K

		400		32 codes 1/80 ms		1/60s		1K

		1600		8 codes  1/5 ms		1/60s		10K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		NONE

		400		32 codes 1/80 ms		1/10s		NONE

		1600		8 codes  1/5 ms		1/10s		10K

		6400		32 codes 1/5 ms		1/10s		50K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		NONE

		1600		8 codes  1/5 ms		1/0.5s		NONE

		6400		32 codes 1/5 ms		1/0.5s		NONE

		32000		160 codes 1/5 ms		1/0.5s		NONE





Outage 

		

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability > 0

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Clients Supported

		100		8 codes 1/80ms		1/60s		10K

		400		32 codes 1/80 ms		1/60s		50K

		2000		160 codes 1/80 ms		1/60s		50K		Not important

		1600		8 codes  1/5 ms		1/60s		50K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		1K

		400		32 codes 1/80 ms		1/10s		10K

		2000		160 codes 1/80 ms		1/10s		50K		Not important

		1600		8 codes  1/5 ms		1/10s		50K

		6400		32 codes 1/5 ms		1/10s		50K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		1K

		2000		160 codes 1/80 ms		1/0.5s		10K		Not important

		1600		8 codes  1/5 ms		1/0.5s		1K

		6400		32 codes 1/5 ms		1/0.5s		10K

		32000		160 codes 1/5 ms		1/0.5s		50K

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability > 99%				TO BE FILLED

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Clients Scenario Supported

		100		8 codes 1/80ms		1/60s		1K

		400		32 codes 1/80 ms		1/60s		1K

		2000		160 codes 1/80 ms		1/60s		30K		Not important

		1600		8 codes  1/5 ms		1/60s		10K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		NONE

		400		32 codes 1/80 ms		1/10s		NONE

		2000		160 codes 1/80 ms		1/10s		1K		Not important

		1600		8 codes  1/5 ms		1/10s		10K

		6400		32 codes 1/5 ms		1/10s		50K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		NONE

		2000		160 codes 1/80 ms		1/0.5s		NONE		Not important

		1600		8 codes  1/5 ms		1/0.5s		NONE

		6400		32 codes 1/5 ms		1/0.5s		NONE

		32000		160 codes 1/5 ms		1/0.5s		NONE





Summary-Final

		Number of Users		Number of Access  Oportunities/second		Ranging Channel Configuration		Arrival Rate/second/device		Prob. Contention		Prob. Succesful Access		Mean Delay Unconditional (Conditional)		Mean  Retries Unconditional (Conditional)

		1K		100		8 codes 1/80ms		1/60s		0.2		~1		88ms (88ms)		1.3 (1.3)

		10K		100		8 codes 1/80ms		1/60s		~1		~0		8.8s (130ms)		16 (1.5)

		1K		400		32 codes 1/80 ms		1/60s		0.04		~1		55ms (55ms)		1 (1)

		10K		400		32 codes 1/80 ms		1/60s		~1		0.05		8.6s (3.6s)		15.5 (8)

		30K		400		32 codes 1/80 ms		1/60s		~1		~0		8.8s (216ms)		16 (2)

		30K		6400		32 codes 1/5 ms		1/60s		0.35		~1		35ms (35ms)		1.6 (1.6)

		50K		6400		32 codes 1/5 ms		1/60s		0.47		~1		40ms (40ms)		1.9 (1.9)

		1K		400		32 codes 1/80 ms		1/10s		0.3		0.98		125ms (125ms)		1.45 (1.45)

		10K		400		32 codes 1/80 ms		1/10s		~1		~0		8.8s (65ms)		16 (1.2)

		1K		1600		8 codes  1/5 ms		1/10s		0.3		~1		34ms (34ms)		1.5 (1.5)

		10K		1600		8 codes  1/5 ms		1/10s		~1		~0		650ms (350ms)		16 (9.5)

		30K		1600		8 codes  1/5 ms		1/10s		~1		~0		650ms (70ms)		16 (3.8)

		10K		6400		32 codes 1/5 ms		1/10s		0.5		~1		43ms (43ms)		2 (2)

		30K		6400		32 codes 1/5 ms		1/10s		~1		0.02		650ms (340ms)		15.9 (9)

		50K		6400		32 codes 1/5 ms		1/10s		~1		~0		655ms (330ms)		16 (9)

		1K		1600		8 codes  1/5 ms		1/0.5s		~1		~0		650ms (340ms)		16 (9.4)

		1K		6400		32 codes 1/5 ms		1/0.5s		0.7		0.9		73ms (73ms)		3.2 (3.2)

		10K		6400		32 codes 1/5 ms		1/0.5s		~1		~0		660ms (140ms)		16 (5)

		1K		32000		160 codes 1/5 ms		1/0.5s		0.3		0.95		33ms (33ms)		1.4 (1.4)

		10K		32000		160 codes 1/5 ms		1/0.5s		0.98		0.11		560ms (33ms)		16 (3)





Summary 

		

		Number of Users		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Clients Supported@ Paccess > 0		Prob. Contention		Prob. Access		Mean Delay Unconditional (Conditional)		Mean  Retries Unconditional (Conditional)

		1K		100		8 codes 1/80ms		1/60s		10K		0.2		~1		88ms (88ms)		1.3 (1.3)

		10K		100		8 codes 1/80ms		1/60s		10K		~1		~0		8.8s (130ms)		16 (1.5)

		1K		400		32 codes 1/80 ms		1/60s		50K		0.04		~1		55ms (55ms)		1 (1)

		10K		400		32 codes 1/80 ms		1/60s		50K		~1		0.05		8.6s (3.6s)		15.5 (8)

		30K		400		32 codes 1/80 ms		1/60s		50K		~1		~0		8.8s (216ms)		16 (2)

		50K		400		32 codes 1/80 ms		1/60s		50K		~1		~0		8.8s (60ms)		16 (1.2)

		10K		6400		32 codes 1/5 ms		1/60s		50K		0.16		~1		30ms (30ms)		1.2 (1.2)

		30K		6400		32 codes 1/5 ms		1/60s		50K		0.35		~1		35ms (35ms)		1.6 (1.6)

		50K		6400		32 codes 1/5 ms		1/60s		50K		0.47		~1		40ms (40ms)		1.9 (1.9)

		1K		400		32 codes 1/80 ms		1/10s		10K		0.3		0.98		125ms (125ms)		1.45 (1.45)

		10K		400		32 codes 1/80 ms		1/10s		10K		~1		~0		8.8s (65ms)		16 (1.2)

		1K		1600		8 codes  1/5 ms		1/10s		50K		0.3		~1		34ms (34ms)		1.5 (1.5)

		10K		1600		8 codes  1/5 ms		1/10s		50K		~1		~0		650ms (350ms)		16 (9.5)

		30K		1600		8 codes  1/5 ms		1/10s		50K		~1		~0		650ms (70ms)		16 (3.8)

		50K		1600		8 codes  1/5 ms		1/10s		50K		~1		~0		650ms (50ms)		16 (3.3)

		10K		6400		32 codes 1/5 ms		1/10s		50K		0.5		~1		43ms (43ms)		2 (2)

		30K		6400		32 codes 1/5 ms		1/10s		50K		~1		0.02		650ms (340ms)		15.9 (9)

		50K		6400		32 codes 1/5 ms		1/10s		50K		~1		~0		655ms (330ms)		16 (9)

		1K		100		8 codes 1/80ms		1/0.5s		NONE		~1		~0		N/A		N/A

		1K		400		32 codes 1/80 ms		1/0.5s		1K		0.99		0.01		7.9s (3.7s)		14.5 (8.2)

		1K		1600		8 codes  1/5 ms		1/0.5s		1K		~1		~0		650ms (340ms)		16 (9.4)

		1K		6400		32 codes 1/5 ms		1/0.5s		10K		0.7		0.9		73ms (73ms)		3.2 (3.2)

		10K		6400		32 codes 1/5 ms		1/0.5s		10K		~1		~0		660ms (140ms)		16 (5)

		10K		6400		32 codes 1/5 ms		1/0.5s		10K		0.44		0.10		4.3s (4.3s)		1.8 (1.8)		With alternative contention params:

		30K		6400		32 codes 1/5 ms		1/0.5s		10K		Not supported!								W = 512, m = 2

		1K		32000		160 codes 1/5 ms		1/0.5s		50K		0.3		0.95		33ms (33ms)		1.4 (1.4)

		10K		32000		160 codes 1/5 ms		1/0.5s		50K		0.98		0.11		560ms (33ms)		16 (3)

		30K		32000		160 codes 1/5 ms		1/0.5s		50K		~1		~0		Maybe omit these lines: the operation is very poor!

		50K		32000		160 codes 1/5 ms		1/0.5s		50K		~1		~0






_1350684149.xls
Approx. Vinel

		Number of Users						From Vinel et. al,

		Access Attempts Per User						Model w/ no distribution on arrival rates

		Number of Slots

		Contention Probability Per Slot

				Analytical Results for Mean Access Delay (worst case performnace)

				Initial Window L=1

				Number of Stages m= 15

				Users		Slots		Mean Delay (frames)		Mean Delay (s)

				1000		32		85		0.425

				5000		32		431		2.155

				10000		32		885		4.425

				30000		32		2840		14.2

				1000		8		344		1.72

				5000		8		1837		9.185

				10000		8		3885		19.425

				30000		8		13460		67.3

				1000		160		17		0.085

				5000		160		84		0.42

				10000		160		168		0.84

				30000		160		514		2.57





Outage-Final

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability of access success > 0

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate /device		Devices Supported such that Prob. Access Success > 0

		100		8 codes 1/80ms		1/60s		10K

		400		32 codes 1/80 ms		1/60s		50K

		1600		8 codes  1/5 ms		1/60s		50K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		1K

		400		32 codes 1/80 ms		1/10s		10K

		1600		8 codes  1/5 ms		1/10s		50K

		6400		32 codes 1/5 ms		1/10s		50K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		1K

		1600		8 codes  1/5 ms		1/0.5s		1K

		6400		32 codes 1/5 ms		1/0.5s		10K

		32000		160 codes 1/5 ms		1/0.5s		50K

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability of access success > 99%

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Devices suppported such that Prob. Access Succes > 99%

		100		8 codes 1/80ms		1/60s		1K

		400		32 codes 1/80 ms		1/60s		1K

		1600		8 codes  1/5 ms		1/60s		10K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		NONE

		400		32 codes 1/80 ms		1/10s		NONE

		1600		8 codes  1/5 ms		1/10s		10K

		6400		32 codes 1/5 ms		1/10s		50K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		NONE

		1600		8 codes  1/5 ms		1/0.5s		NONE

		6400		32 codes 1/5 ms		1/0.5s		NONE

		32000		160 codes 1/5 ms		1/0.5s		NONE





Outage 

		

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability > 0

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Clients Supported

		100		8 codes 1/80ms		1/60s		10K

		400		32 codes 1/80 ms		1/60s		50K

		2000		160 codes 1/80 ms		1/60s		50K		Not important

		1600		8 codes  1/5 ms		1/60s		50K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		1K

		400		32 codes 1/80 ms		1/10s		10K

		2000		160 codes 1/80 ms		1/10s		50K		Not important

		1600		8 codes  1/5 ms		1/10s		50K

		6400		32 codes 1/5 ms		1/10s		50K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		1K

		2000		160 codes 1/80 ms		1/0.5s		10K		Not important

		1600		8 codes  1/5 ms		1/0.5s		1K

		6400		32 codes 1/5 ms		1/0.5s		10K

		32000		160 codes 1/5 ms		1/0.5s		50K

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability > 99%				TO BE FILLED

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Clients Scenario Supported

		100		8 codes 1/80ms		1/60s		1K

		400		32 codes 1/80 ms		1/60s		1K

		2000		160 codes 1/80 ms		1/60s		30K		Not important

		1600		8 codes  1/5 ms		1/60s		10K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		NONE

		400		32 codes 1/80 ms		1/10s		NONE

		2000		160 codes 1/80 ms		1/10s		1K		Not important

		1600		8 codes  1/5 ms		1/10s		10K

		6400		32 codes 1/5 ms		1/10s		50K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		NONE

		2000		160 codes 1/80 ms		1/0.5s		NONE		Not important

		1600		8 codes  1/5 ms		1/0.5s		NONE

		6400		32 codes 1/5 ms		1/0.5s		NONE

		32000		160 codes 1/5 ms		1/0.5s		NONE





Summary 

		

		Number of Users		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Clients Supported@ Paccess > 0		Prob. Contention		Prob. Access		Mean Delay Unconditional (Conditional)		Mean  Retries Unconditional (Conditional)

		1K		100		8 codes 1/80ms		1/60s		10K		0.2		~1		88ms (88ms)		1.3 (1.3)

		10K		100		8 codes 1/80ms		1/60s		10K		~1		~0		8.8s (130ms)		16 (1.5)

		1K		400		32 codes 1/80 ms		1/60s		50K		0.04		~1		55ms (55ms)		1 (1)

		10K		400		32 codes 1/80 ms		1/60s		50K		~1		0.05		8.6s (3.6s)		15.5 (8)

		30K		400		32 codes 1/80 ms		1/60s		50K		~1		~0		8.8s (216ms)		16 (2)

		50K		400		32 codes 1/80 ms		1/60s		50K		~1		~0		8.8s (60ms)		16 (1.2)

		10K		6400		32 codes 1/5 ms		1/60s		50K		0.16		~1		30ms (30ms)		1.2 (1.2)

		30K		6400		32 codes 1/5 ms		1/60s		50K		0.35		~1		35ms (35ms)		1.6 (1.6)

		50K		6400		32 codes 1/5 ms		1/60s		50K		0.47		~1		40ms (40ms)		1.9 (1.9)

		1K		400		32 codes 1/80 ms		1/10s		10K		0.3		0.98		125ms (125ms)		1.45 (1.45)

		10K		400		32 codes 1/80 ms		1/10s		10K		~1		~0		8.8s (65ms)		16 (1.2)

		1K		1600		8 codes  1/5 ms		1/10s		50K		0.3		~1		34ms (34ms)		1.5 (1.5)

		10K		1600		8 codes  1/5 ms		1/10s		50K		~1		~0		650ms (350ms)		16 (9.5)

		30K		1600		8 codes  1/5 ms		1/10s		50K		~1		~0		650ms (70ms)		16 (3.8)

		50K		1600		8 codes  1/5 ms		1/10s		50K		~1		~0		650ms (50ms)		16 (3.3)

		10K		6400		32 codes 1/5 ms		1/10s		50K		0.5		~1		43ms (43ms)		2 (2)

		30K		6400		32 codes 1/5 ms		1/10s		50K		~1		0.02		650ms (340ms)		15.9 (9)

		50K		6400		32 codes 1/5 ms		1/10s		50K		~1		~0		655ms (330ms)		16 (9)

		1K		100		8 codes 1/80ms		1/0.5s		NONE		~1		~0		N/A		N/A

		1K		400		32 codes 1/80 ms		1/0.5s		1K		0.99		0.01		7.9s (3.7s)		14.5 (8.2)

		1K		1600		8 codes  1/5 ms		1/0.5s		1K		~1		~0		650ms (340ms)		16 (9.4)

		1K		6400		32 codes 1/5 ms		1/0.5s		10K		0.7		0.9		73ms (73ms)		3.2 (3.2)

		10K		6400		32 codes 1/5 ms		1/0.5s		10K		~1		~0		660ms (140ms)		16 (5)

		10K		6400		32 codes 1/5 ms		1/0.5s		10K		0.44		0.10		4.3s (4.3s)		1.8 (1.8)		With alternative contention params:

		30K		6400		32 codes 1/5 ms		1/0.5s		10K		Not supported!								W = 512, m = 2

		1K		32000		160 codes 1/5 ms		1/0.5s		50K		0.3		0.95		33ms (33ms)		1.4 (1.4)

		10K		32000		160 codes 1/5 ms		1/0.5s		50K		0.98		0.11		560ms (33ms)		16 (3)

		30K		32000		160 codes 1/5 ms		1/0.5s		50K		~1		~0		Maybe omit these lines: the operation is very poor!

		50K		32000		160 codes 1/5 ms		1/0.5s		50K		~1		~0






