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1. Background 
Smart Grid is a very important machine-to-machine (M2M) use case, which is expected to drive M2M enhancements for wireless standards. First, it is an application that captures a large number of M2M specific features described in the M2M study report, [1], and hence can serve as a useful reference when developing standardized solutions across M2M applications. Second, we expect that the IEEE 802.16 family of standards will be adopted by NIST (National Institute of Standards and Technology) as one of the wireless networking solutions applicable for Smart Grid communication needs, [5]. To that end, we expect that IEEE 802.16p will develop new features to ensure that Smart Grid requirements are met by IEEE 802.16.  While the current 802.16p PAR scope [2], is focused on an initial set of features, which target a subset of Smart Grid applications, future enhancements will target additional applications and track the evolving Smart Grid requirements.
This contribution proposes to include a high-level overview of the Smart Grid application within the IEEE 802.16p Systems Requirements Document (SRD), [3], so that the 802.16p Task Group (TG) can address and track the requirements of this important use case. Specifically this contribution proposes informative text for the 802.16p SRD that covers key traffic characteristics and requirements for Smart Grid applications. The items covered in the proposed text complement the M2M study report [1] to include: 

· Typical communication requirements for Smart Grid applications. References [4-10] cover these requirements extensively. A summary is included herein for reference.
· Applicability of IEEE 802.16p across key Smart Grid interfaces as defined in NIST architecture diagram [9], and the associated traffic characteristics per link.
· Estimates of expected number of devices in a smart grid deployment.

· Examples of key issues in supporting Smart Grid traffic, which may be addressed in future developments of the 802.16 standard. 
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3. Text Proposal 

The following text should be included as an Appendix in the 802.16p SRD, [3].
---------------------------Begin Text Proposal--------------------------------------------
X.1 Overview of Smart Grid Use Case
Smart Grid is an important M2M application providing important benefits to consumers as well as to Utilities. By adding communications capabilities to utility (e.g. electric, power and gas) generation and to distribution and consumption infrastructure, the Utilities can automate grid operation in order to improve efficiency, cost, robustness, and security. A key M2M use case is smart metering that involves meters that autonomously report usage and alarm information to grid infrastructure to help reduce operational cost, as well as regulate customer’s utility usage based on load dependent pricing signals received from the grid. Other key smart grid applications are distribution network automation (DA), demand response (DR), distributed energy resources and storage (DER), wide area monitoring, and control and support for electric vehicles. 
Table 1 provides a high level description of Smart Grid applications, the essential requirements for their communication infrastructure, as well as points to the relevance of IEEE 802.16 based communication networks for each application. The content is based on the information provided in [3].
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Table 1: Smart Grid applications and associated communication requirements [3].
As can be seen from Table 1, a large number of Smart Grid applications will leverage the AMI network for their communication needs. We expect that wireless technologies, such as IEEE 802.16, will play a key role in enabling AMI. Therefore, IEEE 802.16p should target requirements stemming from Advanced Metering, Demand Response, Distributed Energy Resources, Electric Transportation and Distribution Automation. Wide Area Situational Awareness (WASA) is not included since the real-time, low-latency communication needs of WASA are not expected to be covered by wireless networks. Note that while the applications covering AMI, DR, DER, ET are characterized by low data rates and do not have tight latency and reliability requirements, some Distribution Automation applications can pose challenging latency and reliability requirements, which may not be fully covered by the current scope of the 802.16p project [1]. These challenges may be addressed in the future development of 802.16 families of standards. 
In a broader context, there are several ongoing efforts to define the scope and requirements for Smart Grid applications. In addition to the industry players, there is significant interest from governments world-wide, in part due to the potential for security threats to essential infrastructure as well as the current focus on the environment. There is a desire to standardize Smart Grid interfaces to promote interoperability and to accelerate adoption of Smart Grid services. Several international government organizations, utilities, equipment manufacturers as well as research and standards organizations are focused on developing requirements for Smart Grid applications. Some examples include: US Department of Energy (DOE), NIST (National Institute of Standards & Technology), EPRI (Electric Power Research Institute), UCA International Users Group (UCAIUG), Open SG, and other international standards development organizations, such as IEEE P2030, ETSI etc. 
In the US, NIST’s Smart Grid Interoperability Panel (SGIP) is driving several industry-wide “Priority Actions Plans,” (PAP) that focus on standardizing key aspects of Smart Grid communication and information infrastructure. NIST’s PAP-2 plan, focusing on wireless standards for Smart Grid, is the most relevant for IEEE 802.16 standards. NIST and the affiliated organizations have published several reference documents defining key use cases, terminology, requirements and applicable standards for the Smart Grid [4-8]. NIST’s current focus is to identify wireless technologies that are well-suited for use in different parts of Smart Grid delivery structure. Standard bodies are expected to report their performance across key metrics identified by the NIST’s requirement matrix [4]. The 802.16p project, consistent with its scope [1], will focus on the first phase of enhancements to the current 802.16 family of standards, to ensure that near-term performance gaps in meeting Smart Grid requirements are addressed. It is also expected that the near term enhancements developed by 802.16p will be more focused on enabling the AMI and the DA. However, the more challenging aspects for DA may be enabled in follow-on projects.  
In addition to its value in addressing the needs of an important industry, the Smart Grid application also serves as an important reference M2M use case, as it covers a large number of M2M features described in the M2M study report [2]. The M2M study report covers several Smart Grid use cases under broader categories of Metering, Secured Access and Surveillance, Remote Maintenance and Control, and to a limited extent under Tracking, Tracing & Recovery. This informative text supplements the feature description in [2] to add details on specific areas where 802.16 is applicable for Smart Grid, the traffic characteristics across Smart Grid applications and the key challenges in supporting Smart Grid applications with IEEE 802.16 protocols. The description provided is AMI-centric, as it is viewed as a key enabler for several Smart Grid applications. 
X.2 Applicability of IEEE 802.16p in Smart Grid Reference Model 
The Smart Grid conceptual reference diagram published by Open Smart Grid (OpenSG) committee, [8], provides a detailed view of key actors, interfaces, and communication flows in the Smart Grid architecture.  Figure 1 is a simplified view of OpenSG reference diagram to illustrate the network interfaces that may be applicable for 802.16 if the AMI and DA applications are considered.
1. Smart meters to AMI Head-end

2. Smart meter to DAP (Data Aggregation Point)

3. DAP to AMI Head-end

4. Smart meter to Home Area Network (HAN). Note this link is applicable from a femtocell point of view.
5. Distribution device to Distribution Supervisory Control and Data Acquisition (SCADA) controller. 

6. Distribution device to Field Area Network (FAN) Gateway

7. FAN Gateway to Distribution SCADA
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Figure 1: Applicable Smart Grid (AMI and DA) interfaces for IEEE 802.16 (adapted from NIST’s reference diagram [8]).
X.3 Traffic Characteristics for AMI Applications  

NIST Smart Grid Interoperability Panel (SGIP) has initiated a broad effort to determine the communication requirements for Smart Grid applications, under the PAP-2 program [4]. The OpenSG task group has developed over 1400 requirements across 18 different uses cases as input to this program [6].  These requirements cover the information flows across the interfaces shown in Figure 1, for different usage scenarios. An example of aggregate traffic characteristics across 3 applications such as meter reading, service switching and communication to plug in hybrid vehicle (PHEV) are discussed in [4] and are included in Table 2 for illustration. 
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Table 2: Example statistics of aggregate Smart Grid traffic across meter reading, service switching and PHEV applications at across various links of the Smart Grid architecture.
There is a need to develop aggregate data rates and arrival models for Smart Grid traffic across the network links identified in Figure 1. However, it can be seen from Table 1 and Table 2 that data rates and the average message arrival rate for the application considered are fairly low (less than 2K bytes of data per meter every 1-2 hours).  However, several contributions, [13, 14], indicate that outage or alarm conditions can pose a significant challenge for AMI networks because of the large number of devices involved. The key challenges for AMI communications are expected to stem from the need to handle near simultaneous access by devices that are experiencing outage or alarm conditions (see reference [14]).. Additionally the efficiency of communications from a large number of devices in terms of overhead associated with transmissions also needs to be addressed. 
X.4 Estimating Number of Smart Metering Devices 

It is important to estimate the typical number of devices in a smart meter deployment, as a key challenge for AMI networks will be supporting access from a large number of devices. While the number of devices per sector will depend on the particular Smart Grid deployment and the cell sizes involved, example deployment scenario are discussed in Table 3 to get a range of estimates. The estimates assume 3 meters per household and 3-sectored cells.  A uniform population density is assumed with 100% household penetration. NYC statistics assume a population density of 10K users per square Km [17]. Washington D.C statistics are based on [19]. US household statistics are based on [18]. The Urban London example is based on Vodafone’s estimates [20].
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Table 3: Estimated Number of Meters/Sector for representative geographies as a function of cell size. 
X.5 Key Issues for 802.16p in Addressing AMI Requirements 
The NIST PAP2 requirements matrix for wireless standards defines performance categories for measuring the capabilities of wireless standards to meet Smart Grid requirements. It is anticipated that IEEE 802.16 family of standards will meet a large proportion of requirements set forth for AMI networks under most scenarios.  In the following a few areas requiring additional capabilities that should be addressed by the 802.16p standard are illustrated.  A number of them pertain to network access by a large number of devices. Also important is the efficiency of signaling protocols used for transmitting a small amount of data across a large number of devices.
X.5.1 Network Entry by Large Number of Devices
There are several usage scenarios that may result in near simultaneous network access from a large number of smart metering devices. Some examples are as follows:
1. Alarm reports by a large number of devices when they access the network in an un-regulated or un-synchronized manner.

2. A large number of smart meters transition from idle to active state when there is a wide-spread power outage event. Here, the smart meters are required to send a “last gasp” alarm notifying the network that they have lost power. Typically, this report needs to be sent out within a few hundred milliseconds, given that smart meters are expected to operate without battery backup and have limited charge to send the message before complete loss of power (see contribution [13] for more details).  This simultaneous network entry can result from the need to maintain a large number of devices in an idle state. Idle state may be preferred due to a variety of reasons such as a) limited address space for supporting a large number of simultaneously active connections (10-35K devices) b) overhead associated with maintenance signaling for active connections etc. 

3. A surge in network entry attempts when smart meters try to connect back to the network after a power outage event. 
4. Meter reporting at regular intervals by large number of devices, when aggressive reporting rates are used (may be applicable in future). Typically, regular communications to and from meters is low data rate, infrequent traffic, so the aggressive rates included here are for illustration to assess any potential system impact. Here also it is assumed that most meters remain attached to the network in the idle state and hence attempt network entry as and when they have data to send.

Table 4 describes the number of access attempts/second for different scenarios assuming different number of smart metering devices per sector.
	Application
	Access Interval of Interest
	Access Attempt/second
(12K devices/sector)
	Access Attempt/second
(35K devices/sector)

	Meter Reporting
	5 minute
	40
	116.7

	Meter Reporting
	1 minute
	200
	583.3

	Unsynchronized Alarm Reporting or Network Access
	10 second
	1200
	3500

	Last Gasp Event Reporting
	500 millisecond
	24000
	70000


Table 4: Access rates for various smart metering application scenarios, assuming access attempts are uniformly distributed across the interval of interest.
To highlight one of the issues with near simultaneous network entry by large number of devices, Table 5 shows the number of initial ranging opportunities supported by IEEE 802.16m [9] to support initial network entry attempts by a large number of smart metering devices. Calculations are based on cell sizes supporting 8 or 32 codes, Poisson arrival rate with required contention probability of 1%.  Ranging channel periodicities of once per frame (5ms)-once per 4 super-frames (80ms) are assumed (see [9]). Comparing Table 4 with the maximum access rates supported by 802.16m shown in Table 5, it can be seen that significantly higher number of ranging opportunities will be required, if near-simultaneous access by a large number smart meters is to be supported. Alternately, the system design must support techniques to manage a large number of unsynchronized network access attempts. 
	Number of initial ranging channels /second
	Maximum (Minimum)

# of Codes
	Number of network entry opportunities per second
	Overhead
	Number of access attempts supported per second at 1% contention probability. 



	200
	32 (8)
	6400   (1600)
	2.85%
	960  (240)

	50
	32 (8)
	1600   (400)
	0.71%
	240  (60)

	25
	32 (8)
	800    (200)
	0.35%
	120  (30)

	12.5
	32 (8)
	400    (100)
	0.18%
	60   (15)


Table 5: Number of initial ranging attempts per second supported by IEEE 802.16m.  
A more detailed analysis on success rates of network entry attempts using the 802.16m initial ranging protocols is given in [15]. Results of this analysis indicate that access success rates can be dramatically lowered and access latency is increased substantially when there is a surge in near simultaneous network entry attempts by a large number of devices. Therefore, the system must also ensure that the delivery of higher priority traffic or the performance of non-M2M devices is not adversely impacted by a large number of uncontrolled network access attempts.
X.5.2 Signaling & Protocol Efficiency of Network Access
It is likely that a large number of smart meters attached to the network will be supported in idle state due to reasons such as limited address space for supporting a large number of active connections, as well as the overhead associated with maintenance signaling for active connections.  These devices will therefore need to connect to the network on a frequent basis to send a very small amount of data. Hence it is important that 802.16p enhancements minimize the signaling and protocol overhead associated with establishing the frequent network connectivity for sending short bursts of data over the network.  
The current 802.16m signaling and protocol overhead associated with using short-message service (SMS) to communicate data while maintaining idle state, is investigated in [16]. Table 6 from [16] summarizes the estimated signaling and protocol overhead associated with using SMS transmission while the device maintains idle state operation. Only the signaling overhead of the messages is assumed and overhead incurred during ranging, resource allocation overhead for sending messages as well as any PHY layer overhead is not included. It is clearly seen that overhead for small burst transmissions using SMS needs to be addressed.

	Message
	Estimated Number of Bytes

	AAI_RNG-ACK
	14

	AAI_RNG-REQ
	58

	AAI_RNG-RSP
	17

	AAI_DREG-REQ
	8

	AAI_DREG-RSP
	20

	Signaling overhead assuming 140 bytes of transmitted payload
	117/140= 83.5%

	Signaling + protocol overhead (62% overhead)
	117/53 = 220%


Table 6: Approximate signaling overhead calculation for using short message service while the device is in idle state [16].
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		Returns
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		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344

		(19,914,845)		(16,423,800)		(12,932,755)		(9,441,709)		(5,950,664)		(2,459,619)		1,031,427		4,522,472		8,013,517
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		Scenario		Population Density		Household Size		Cell Radius		Max. Meters/Sector		500/1000		1000/2000

		Urban            (New York City)		1/100 sq. meters		2.6		500m/1km		3,020/12,075		3019		12076		12076

		Subarban (Washington D.C.)		1/260 sq. meters		2.6		1km/1.5 km		4,645/10,450		4644.9704142012		10451.1834319527		18579.8816568047

		Urban London		1/133 sq. meters		2.64		1Km/2km		8,943/35,771		8942.8115743905		35771.2462975621		35771.2462975621

		http://en.wikipedia.org/wiki/Demographics_of_New_York_City

								num people		sq. km		per/sqm		per 100sq		users/HH

		New York City Statistcis						8,391,881.00		786.00		0.0107		1.07		2.78

		Manhattan						1,629,054.00		59.00		0.0276		2.76

		Num-HH (2000)						3021588

		US Average

		Washington DC Demographics

		http://quickfacts.census.gov/qfd/states/11000.html

		2000

		person poer sq. mile		per sq. kim		per/sq. m		per 100 sq. m		per 260

		9378		3663.28125		0.0036632812		0.366328125		0.952453125

		2009				sq. mile

		Population		sq. miles		pop. Sq. km		pop. Sq. m		per 100 sq. meter		per 260 sq. m

		599657		61.4		3815.0002544788		0.0038150003		0.3815000254		0.9919000662
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		Communication Link						Average Message Transaction Rate/s

		IHD to SM (UL)						1.1 exp(-4)

		PHEV to SM (UL)						2.4 exp(-4)

		Smart Meter to DAP (UL)						1.1 exp(-4) per meter

		DAP to AMI Headend (UL)						1.3 exp(-4) per meter

		SM-IHD						1.2exp(-7)

		SM-PHEV						9.3 exp(-5)

		DAP to SM						1.8exp(-5)

		AMI Headend to DAP						6.7exp(-5) per meter
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		Application		Description		Required Communications Infrastrcture		Data Rate		Latency		Reliability		Security

		Advanced Metreing Infrastructure (AMI)		Two-way communication capabilities for tracking  enregy consumption data for grid, outage and billing management		Mult-tier hierarchical network comprising Home Area Network  Smart Meters, Data Aggregation Point, Utility Headend (802.16 applies to several tiers)		10-100 kbps per node     (500kbps for back-haul)		2-15 sec		99-99.99%		High

		Demand Response (DR)		System for reducing energy consumption by consumers in reposne to price and system load, such that peak loads can be managed.		DR systems may share the AMI infrastructure (802.16 is relevant in multiple areas)		14-100  kbps/per node/device		500 ms-several mins		99-99.99%		High

		Wide Area Situational Awareness (WASA)		Technologies for improving monitoring and control of utility grid across a wide  area. Use of synchrophasors to improve real-time monitoring over wide area, in addition to localized Supervisory Control and Data Systems (SCADA)		Challenging for wireless technologies to meet latency and relibaility for real-time, wide area monitoring.		600-1500kbps		20-200ms		99.999-9.9999%		High

		Distribution Energy Resources and Storage (DER)		Integrate renewable energy sources, small scale sources( electric vehicle batteries, uninterupted power supply, etc,) , larger scale wind-farms etc. into Grid. Will require real-time monitoring and control of DER sources.		May resuse AMI networks w/ potential for 802.16, although other technologies such as point-to-point micro-wave links, sattelite communications may be required.		9.6-56kbps		20ms-15sec		99-99.99%		High

		Electric Transportation (ET)		Charging Plug-in Hybrid Electric Vehicles (PHEV) as well utilizing them as storgae devices.		Can reuseAMI netwokrs  with added need for mobility, due to roaming vehicles.		9.6-56kbps (target 100kbps)		2sec-5mins		99-99.99%		Relatively High

		Distribution Grid Automation  (DA)		Automate monitoring and control of distribution grid  for effective fault detection andpower restoration		Can reuse AMI networks. Wireless technology is important to avoid  hazardous locations. Challenging latency requirements.		9.6-100kbps		100ms-2sec		99-99.999%		High
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Sheet1

		Number of Users

		Access Attempts Per User

		Number of Slots

		Contention Probability Per Slot

				Analytical Results for Mean Access Delay (worst case performnace)

				Initial Window L=1

				Number of Stages m= 15

				Users		Slots		Mean Delay (frames)		Mean Delay (s)

				1000		32		85		0.425

				5000		32		431		2.155

				10000		32		885		4.425

				30000		32		2840		14.2

				1000		8		344		1.72

				5000		8		1837		9.185

				10000		8		3885		19.425

				30000		8		13460		67.3

				1000		160		17		0.085

				5000		160		84		0.42

				10000		160		168		0.84

				30000		160		514		2.57





Sheet2

		

		Users		Arrival Rate		Access Slots/Frame		Prob Contention		P-Access Success		Mean Delay		Mean Retries

		1K		1/60s		32		0.01		1		27ms		1.02

		10K		1/60s		32		0.18		1		30ms		1.2

		30K		1/60s		32		0.36		1		35ms		1.55

		1K		1/10s		32		0.1		1		30ms		1.1

		10K		1/10s		32		0.52		1		50ms		2

		30K		1/10s		32		1		0.02		350ms		9

		1K		1/0.5s		32

		10K		1/0.5s		32		0.8		0.2		1200ms		4.75

		30K		1/0.5s		32		0.85		0.05		3000ms		5.75

		Net						Total Investment

						fees

		10000000		1		100000		8,782,609

		25000000		2		350000		19,168,242

		20000000		3		550000		13,511,959

		15000000		4		700000		8,976,526

		10000000		5		800000		5,369,509

		5000000		6		800000		2,507,500

		85000000				3300000		58,316,344

		Returns

		10%		20%		30%		40%		50%		60%		70%		80%		90%

		38401498.706844		41892544.0438298		45383589.3808156		48874634.7178015		52365680.0547873		55856725.3917731		59347770.7287589		62838816.0657447		66329861.4027305

		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344

		(19,914,845)		(16,423,800)		(12,932,755)		(9,441,709)		(5,950,664)		(2,459,619)		1,031,427		4,522,472		8,013,517
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		Traffic Type		Data Rate		Arrival Rate (Frequency)		Latency		Reliability

		AMI		10-100kbps (500kbps)		1.1 x 10(-4)s/per meter		2-15seconds		99.99000%

		Demand Response		14-100kbps/per node/devices				500ms-several minutes		99.99000%

		WASA		600-1550kbps				20ms-200ms		9.99990%

		Distribution Automation		9.6-100kbps				100ms-2sec		99.99900%

		Communication Link		Average Message Transaction Rate/s		Average Message Size (Bytes)

		In-Home Dispaky (IHD) to Smart Meter (SM)-Uplink		1.1 exp(-4)		25

		PHEV to SM-Uplink		2.4 exp(-4)		97.6

		Smart Meter to DAP-Uplink		1.1 exp(-4) per meter		2017

		DAP to AMI Headend-Uplink		1.3 exp(-4) per meter		842

		SM-IHD		1.2exp(-7)		50

		SM-PHEV (Plug-In-Hybrid Vehicle)		9.3 exp(-5)		177.5

		DAP to SM		1.8exp(-5)		25

		AMI Headend to DAP		6.7exp(-5) per meter		197.1
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Sheet1

		Number of Users

		Access Attempts Per User

		Number of Slots

		Contention Probability Per Slot

				Analytical Results for Mean Access Delay (worst case performnace)

				Initial Window L=1

				Number of Stages m= 15

				Users		Slots		Mean Delay (frames)		Mean Delay (s)

				1000		32		85		0.425

				5000		32		431		2.155

				10000		32		885		4.425

				30000		32		2840		14.2

				1000		8		344		1.72

				5000		8		1837		9.185

				10000		8		3885		19.425

				30000		8		13460		67.3

				1000		160		17		0.085

				5000		160		84		0.42

				10000		160		168		0.84

				30000		160		514		2.57
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		Users		Arrival Rate		Access Slots/second		Prob Contention		P-Access Success		Mean Delay		Mean Retries

		1K		1/60s		6400		0.01		1		27ms		1.02

		10K		1/60s		6400		0.18		1		30ms		1.2

		30K		1/60s		6400		0.36		1		35ms		1.55

		1K		1/60s		400		0.5		1		250ms		1

		10K		1/60s		400		1		0.05		3000ms		7

		1K		1/10s		6400		0.1		1		30ms		1.1

		10K		1/10s		6400		0.52		1		50ms		2

		30K		1/10s		6400		1		0.02		350ms		9

		1K		1/0.5s		6400

		10K		1/0.5s		6400		0.8		0.2		1200ms		4.75

		30K		1/0.5s		6400		0.85		0.05		3000ms		5.75

		Net						Total Investment

						fees

		10000000		1		100000		8,782,609

		25000000		2		350000		19,168,242

		20000000		3		550000		13,511,959

		15000000		4		700000		8,976,526

		10000000		5		800000		5,369,509

		5000000		6		800000		2,507,500

		85000000				3300000		58,316,344

		Returns

		10%		20%		30%		40%		50%		60%		70%		80%		90%

		38401498.706844		41892544.0438298		45383589.3808156		48874634.7178015		52365680.0547873		55856725.3917731		59347770.7287589		62838816.0657447		66329861.4027305

		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344

		(19,914,845)		(16,423,800)		(12,932,755)		(9,441,709)		(5,950,664)		(2,459,619)		1,031,427		4,522,472		8,013,517
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		Application		Description		Required Communications Infrastrcture		Data Rate		Latency		Reliability		Security

		Advanced Metreing Infrastructure (AMI)		Two-way communication capabilities for tracking  enregy consumption data for grid, outage and billing management		Mult-tier hierarchical network comprising Home Area Network  Smart Meters, Data Aggregation Point, Utility Headend (802.16 applies to several tiers)		10-100 kbps per node     (500kbps for back-haul)		2-15 sec		99-99.99%		High

		Demand Response (DR)		System for reducing energy consumption by consumers in reposne to price and system load, such that peak loads can be managed.		DR systems may share the AMI infrastructure (802.16 is relevant in multiple areas)		14-100  kbps/per node/device		500 ms-several mins		99-99.99%		High

		Wide Area Situational Awareness (WASA)		Technologies for improving monitoring and control of utility grid across a wide  area. Use of synchrophasors to improve real-time monitoring over wide area, in addition to localized Supervisory Control and Data Systems (SCADA)		Challenging for wireless technologies to meet latency and relibaility for real-time, wide area monitoring.		600-1500kbps		20-200ms		99.999-9.9999%		High

		Distribution Energy Resources and Storage (DER)		Integrate renewable energy sources, small scale sources( electric vehicle batteries, uninterupted power supply, etc,) , larger scale wind-farms etc. into Grid. Will require real-time monitoring and control of DER sources.		May resuse AMI networks w/ potential for 802.16, although other technologies such as point-to-point micro-wave links, sattelite communications may be required.		9.6-56kbps		20ms-15sec		99-99.99%		High

		Electric Transportation		Charging Plug-in Hybrid Electric Vehicles (PHEV) as well utilizing them as storgae devices.		Can reuseAMI netwokrs  with added need for mobility, due to roaming vehicles.		9.6-56kbps (target 100kbps)		2sec-5mins		99-99.99%		Relatively High

		Distribution Grid Automation  (DA)		Automate monitoring and control of distribution grid  for effective fault detection andpower restoration		Can reuse AMI networks. Wireless technology is important to avoid  hazardous locations. Challenging latency requirements.		9.6-100kbps		100ms-2sec		99-99.999%		High

		Communication Link						Average Message Transaction Rate/s

		IHD to SM (UL)						1.1 exp(-4)

		PHEV to SM (UL)						2.4 exp(-4)

		Smart Meter to DAP (UL)						1.1 exp(-4) per meter

		DAP to AMI Headend (UL)						1.3 exp(-4) per meter

		SM-IHD						1.2exp(-7)

		SM-PHEV						9.3 exp(-5)

		DAP to SM						1.8exp(-5)

		AMI Headend to DAP						6.7exp(-5) per meter
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