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1 Background 
Contribution C80216-10_0006r1 provided extensive analysis on the performance of 802.16m random access protocol to support a surge in network access from a large number of devices, which may be triggered by an outage or an alarm event in the network [1]. Based on the analysis presented, [1] also proposed performance requirements for Section 7 of the IEEE 802.16p Systems Requirements Document (SRD), [2].  The proposed performance requirements were based on: 
a) Providing reliable access (99% access success rate) to support simultaneous access attempts for 30,000 devices over a period of 10 seconds (3000 access attempts/second).
b) Maintain a nominal access rate during network overload conditions, which occurs when 30,000 devices attempt simultaneous access to the network during a 500 millisecond period. This surge can occur for, example, in a power outage event (see [1]) and corresponds to 60,000 access attempts/second. 

The above requirements were derived based on the assumption of 30K devices/sector, which was proposed by Vodafone as a dense deployment in Urban London [3].  If we consider a more typical US Urban deployment (say New York City [4]) then ~10K devices/sector may be considered to be a more reasonable number. In this contribution we re-calculate the target performance requirement based on the assumption of 10K devices/sector.  

Table 1 reproduced from [1] presents the preliminary analysis of 802.16m random access channel. It summarizes the performance of random access when 1K, 10K, or 30K devices attempt near simultaneous network access at an average rate of 1/60s, 1/10s or 1/0.5s, assuming different configurations on random access channels available for contention. It should be noted that 802.16m can support a maximum of 6400 access opportunities/second. It can be seen that > 99% access success rate is possible for 10K devices accessing the network over a 10 second period (entry 13 in the table corresponding to 1000 access attempts/second). However, an increase in random access opportunities may be required for the network to support a surge in network access attempts by 10K devices over a 500 millisecond period (20K access attempt/s) as table entry 18 shows that the access success rate is negligible even when the maximum number of random access channels are configured.  
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11K1008 codes 1/80ms 1/60s0.2~188ms (88ms)1.3 (1.3)

210K1008 codes 1/80ms 1/60s~1~08.8s (130ms)16 (1.5)

31K40032 codes 1/80 ms1/60s0.04~155ms (55ms)1 (1)

410K40032 codes 1/80 ms1/60s~10.058.6s (3.6s)15.5 (8)

530K40032 codes 1/80 ms1/60s~1~08.8s (216ms)16 (2)

630K640032 codes 1/5 ms1/60s0.35~135ms (35ms)1.6 (1.6)

750K640032 codes 1/5 ms1/60s0.47~140ms (40ms)1.9 (1.9)

81K40032 codes 1/80 ms1/10s0.30.98125ms (125ms)1.45 (1.45)

910K40032 codes 1/80 ms1/10s~1~08.8s (65ms)16 (1.2)

101K16008 codes  1/5 ms1/10s0.3~134ms (34ms)1.5 (1.5)

1110K16008 codes  1/5 ms1/10s~1~0650ms (350ms)16 (9.5)

1230K16008 codes  1/5 ms1/10s~1~0650ms (70ms)16 (3.8)

1310K640032 codes 1/5 ms1/10s0.5~143ms (43ms)2 (2)

1430K640032 codes 1/5 ms1/10s~10.02650ms (340ms)15.9 (9)

1550K640032 codes 1/5 ms1/10s~1~0655ms (330ms)16 (9)

161K16008 codes  1/5 ms1/0.5s~1~0 650ms (340ms)  16 (9.4) 

171K640032 codes 1/5 ms1/0.5s 0.7  0.9  73ms (73ms)  3.2 (3.2) 

1810K640032 codes 1/5 ms1/0.5s ~1  ~0  660ms (140ms)  16 (5) 

191K32000160 codes 1/5 ms1/0.5s0.30.9533ms (33ms)1.4 (1.4)

2010K32000160 codes 1/5 ms1/0.5s0.980.11560ms (33ms)16 (3)


Table 1: Summary of performance of IEEE 802.16m random back-off procedure under different assumptions on the network access rates.
Hence we propose that requirement (b), revised for 10K devices, be included as a target performance requirement for 802.16p systems. 
2 Text Proposal 
Add the following to section 7 of the 802.16p system requirements. 
---------------------------Begin Text Proposal-------------------------------
7.2 Large Number of Devices
---------------------------Begin Text Proposal----------------------------------
7.2.1 The system shall maintain a minimal level of performance when there is a surge in network access attempt (access rate exceeding 20,000 attempts/second may be considered as “surge” event) by allowing one ore more devices to access the system with a control plane latency of 100 milliseconds. 

---------------------------End Text Proposal----------------------------------
3. References 
1. N. Himayat, S. Talwar, K. Johnsson, S. Andreev, O. Galinina (SPIIRAS), A. Turlikov (SUAI), “Proposed IEEE 802.16p Performance Requirements for Network Entry by Large Number of Devices,” IEEE C80216p-10_0006r1,  November, 2010.

2. IEEE 80216p-10_0004r1, “IEEE 802.16p Machine to Machine (M2M) System Requirements Document (SRD),” November, 2010.
3. Vodafone, “RACH intensity of time-controlled devices,” R2-102296, 3GPP TSG RAN WG2 #69bis.
4. IEEE 80216p-10_0005, “IEEE 802.16p Machine to Machine (M2M) Technical Report,” November, 2010.

































































  


_1355608091.xls
Approx. Vinel

		Number of Users						From Vinel et. al,

		Access Attempts Per User						Model w/ no distribution on arrival rates

		Number of Slots

		Contention Probability Per Slot

				Analytical Results for Mean Access Delay (worst case performnace)

				Initial Window L=1

				Number of Stages m= 15

				Users		Slots		Mean Delay (frames)		Mean Delay (s)

				1000		32		85		0.425

				5000		32		431		2.155

				10000		32		885		4.425

				30000		32		2840		14.2

				1000		8		344		1.72

				5000		8		1837		9.185

				10000		8		3885		19.425

				30000		8		13460		67.3

				1000		160		17		0.085

				5000		160		84		0.42

				10000		160		168		0.84

				30000		160		514		2.57





Outage-Final

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability of access success > 0

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate /device		Devices Supported such that Prob. Access Success > 0

		100		8 codes 1/80ms		1/60s		10K

		400		32 codes 1/80 ms		1/60s		50K

		1600		8 codes  1/5 ms		1/60s		50K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		1K

		400		32 codes 1/80 ms		1/10s		10K

		1600		8 codes  1/5 ms		1/10s		50K

		6400		32 codes 1/5 ms		1/10s		50K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		1K

		1600		8 codes  1/5 ms		1/0.5s		1K

		6400		32 codes 1/5 ms		1/0.5s		10K

		32000		160 codes 1/5 ms		1/0.5s		50K

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability of access success > 99%

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Devices suppported such that Prob. Access Succes > 99%

		100		8 codes 1/80ms		1/60s		1K

		400		32 codes 1/80 ms		1/60s		1K

		1600		8 codes  1/5 ms		1/60s		10K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		NONE

		400		32 codes 1/80 ms		1/10s		NONE

		1600		8 codes  1/5 ms		1/10s		10K

		6400		32 codes 1/5 ms		1/10s		50K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		NONE

		1600		8 codes  1/5 ms		1/0.5s		NONE

		6400		32 codes 1/5 ms		1/0.5s		NONE

		32000		160 codes 1/5 ms		1/0.5s		NONE





Outage 

		

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability > 0

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Clients Supported

		100		8 codes 1/80ms		1/60s		10K

		400		32 codes 1/80 ms		1/60s		50K

		2000		160 codes 1/80 ms		1/60s		50K		Not important

		1600		8 codes  1/5 ms		1/60s		50K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		1K

		400		32 codes 1/80 ms		1/10s		10K

		2000		160 codes 1/80 ms		1/10s		50K		Not important

		1600		8 codes  1/5 ms		1/10s		50K

		6400		32 codes 1/5 ms		1/10s		50K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		1K

		2000		160 codes 1/80 ms		1/0.5s		10K		Not important

		1600		8 codes  1/5 ms		1/0.5s		1K

		6400		32 codes 1/5 ms		1/0.5s		10K

		32000		160 codes 1/5 ms		1/0.5s		50K

		Prob that [1K, 10K, 30K, 50K] users will be supported with probability > 99%				TO BE FILLED

		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Clients Scenario Supported

		100		8 codes 1/80ms		1/60s		1K

		400		32 codes 1/80 ms		1/60s		1K

		2000		160 codes 1/80 ms		1/60s		30K		Not important

		1600		8 codes  1/5 ms		1/60s		10K

		6400		32 codes 1/5 ms		1/60s		50K

		32000		160 codes 1/5 ms		1/60s		50K

		100		8 codes 1/80ms		1/10s		NONE

		400		32 codes 1/80 ms		1/10s		NONE

		2000		160 codes 1/80 ms		1/10s		1K		Not important

		1600		8 codes  1/5 ms		1/10s		10K

		6400		32 codes 1/5 ms		1/10s		50K

		32000		160 codes 1/5 ms		1/10s		50K

		100		8 codes 1/80ms		1/0.5s		NONE

		400		32 codes 1/80 ms		1/0.5s		NONE

		2000		160 codes 1/80 ms		1/0.5s		NONE		Not important

		1600		8 codes  1/5 ms		1/0.5s		NONE

		6400		32 codes 1/5 ms		1/0.5s		NONE

		32000		160 codes 1/5 ms		1/0.5s		NONE





Summary-Final

				Number of Users		Number of Access  Oportunities/second		Ranging Channel Configuration		Arrival Rate/second/device		Prob. Contention		Prob. Succesful Access		Mean Delay Unconditional (Conditional)		Mean  Retries Unconditional (Conditional)

		1		1K		100		8 codes 1/80ms		1/60s		0.2		~1		88ms (88ms)		1.3 (1.3)

		2		10K		100		8 codes 1/80ms		1/60s		~1		~0		8.8s (130ms)		16 (1.5)

		3		1K		400		32 codes 1/80 ms		1/60s		0.04		~1		55ms (55ms)		1 (1)

		4		10K		400		32 codes 1/80 ms		1/60s		~1		0.05		8.6s (3.6s)		15.5 (8)

		5		30K		400		32 codes 1/80 ms		1/60s		~1		~0		8.8s (216ms)		16 (2)

		6		30K		6400		32 codes 1/5 ms		1/60s		0.35		~1		35ms (35ms)		1.6 (1.6)

		7		50K		6400		32 codes 1/5 ms		1/60s		0.47		~1		40ms (40ms)		1.9 (1.9)

		8		1K		400		32 codes 1/80 ms		1/10s		0.3		0.98		125ms (125ms)		1.45 (1.45)

		9		10K		400		32 codes 1/80 ms		1/10s		~1		~0		8.8s (65ms)		16 (1.2)

		10		1K		1600		8 codes  1/5 ms		1/10s		0.3		~1		34ms (34ms)		1.5 (1.5)

		11		10K		1600		8 codes  1/5 ms		1/10s		~1		~0		650ms (350ms)		16 (9.5)

		12		30K		1600		8 codes  1/5 ms		1/10s		~1		~0		650ms (70ms)		16 (3.8)

		13		10K		6400		32 codes 1/5 ms		1/10s		0.5		~1		43ms (43ms)		2 (2)

		14		30K		6400		32 codes 1/5 ms		1/10s		~1		0.02		650ms (340ms)		15.9 (9)

		15		50K		6400		32 codes 1/5 ms		1/10s		~1		~0		655ms (330ms)		16 (9)

		16		1K		1600		8 codes  1/5 ms		1/0.5s		~1		~0		650ms (340ms)		16 (9.4)

		17		1K		6400		32 codes 1/5 ms		1/0.5s		0.7		0.9		73ms (73ms)		3.2 (3.2)

		18		10K		6400		32 codes 1/5 ms		1/0.5s		~1		~0		660ms (140ms)		16 (5)

		19		1K		32000		160 codes 1/5 ms		1/0.5s		0.3		0.95		33ms (33ms)		1.4 (1.4)

		20		10K		32000		160 codes 1/5 ms		1/0.5s		0.98		0.11		560ms (33ms)		16 (3)





Summary 

		

		Number of Users		Number of Contention Slots /s		Ranging Channel Configuration		Arrival Rate		Clients Supported@ Paccess > 0		Prob. Contention		Prob. Access		Mean Delay Unconditional (Conditional)		Mean  Retries Unconditional (Conditional)

		1K		100		8 codes 1/80ms		1/60s		10K		0.2		~1		88ms (88ms)		1.3 (1.3)

		10K		100		8 codes 1/80ms		1/60s		10K		~1		~0		8.8s (130ms)		16 (1.5)

		1K		400		32 codes 1/80 ms		1/60s		50K		0.04		~1		55ms (55ms)		1 (1)

		10K		400		32 codes 1/80 ms		1/60s		50K		~1		0.05		8.6s (3.6s)		15.5 (8)

		30K		400		32 codes 1/80 ms		1/60s		50K		~1		~0		8.8s (216ms)		16 (2)

		50K		400		32 codes 1/80 ms		1/60s		50K		~1		~0		8.8s (60ms)		16 (1.2)

		10K		6400		32 codes 1/5 ms		1/60s		50K		0.16		~1		30ms (30ms)		1.2 (1.2)

		30K		6400		32 codes 1/5 ms		1/60s		50K		0.35		~1		35ms (35ms)		1.6 (1.6)

		50K		6400		32 codes 1/5 ms		1/60s		50K		0.47		~1		40ms (40ms)		1.9 (1.9)

		1K		400		32 codes 1/80 ms		1/10s		10K		0.3		0.98		125ms (125ms)		1.45 (1.45)

		10K		400		32 codes 1/80 ms		1/10s		10K		~1		~0		8.8s (65ms)		16 (1.2)

		1K		1600		8 codes  1/5 ms		1/10s		50K		0.3		~1		34ms (34ms)		1.5 (1.5)

		10K		1600		8 codes  1/5 ms		1/10s		50K		~1		~0		650ms (350ms)		16 (9.5)

		30K		1600		8 codes  1/5 ms		1/10s		50K		~1		~0		650ms (70ms)		16 (3.8)

		50K		1600		8 codes  1/5 ms		1/10s		50K		~1		~0		650ms (50ms)		16 (3.3)

		10K		6400		32 codes 1/5 ms		1/10s		50K		0.5		~1		43ms (43ms)		2 (2)

		30K		6400		32 codes 1/5 ms		1/10s		50K		~1		0.02		650ms (340ms)		15.9 (9)

		50K		6400		32 codes 1/5 ms		1/10s		50K		~1		~0		655ms (330ms)		16 (9)

		1K		100		8 codes 1/80ms		1/0.5s		NONE		~1		~0		N/A		N/A

		1K		400		32 codes 1/80 ms		1/0.5s		1K		0.99		0.01		7.9s (3.7s)		14.5 (8.2)

		1K		1600		8 codes  1/5 ms		1/0.5s		1K		~1		~0		650ms (340ms)		16 (9.4)

		1K		6400		32 codes 1/5 ms		1/0.5s		10K		0.7		0.9		73ms (73ms)		3.2 (3.2)

		10K		6400		32 codes 1/5 ms		1/0.5s		10K		~1		~0		660ms (140ms)		16 (5)

		10K		6400		32 codes 1/5 ms		1/0.5s		10K		0.44		0.10		4.3s (4.3s)		1.8 (1.8)		With alternative contention params:

		30K		6400		32 codes 1/5 ms		1/0.5s		10K		Not supported!								W = 512, m = 2

		1K		32000		160 codes 1/5 ms		1/0.5s		50K		0.3		0.95		33ms (33ms)		1.4 (1.4)

		10K		32000		160 codes 1/5 ms		1/0.5s		50K		0.98		0.11		560ms (33ms)		16 (3)

		30K		32000		160 codes 1/5 ms		1/0.5s		50K		~1		~0		Maybe omit these lines: the operation is very poor!

		50K		32000		160 codes 1/5 ms		1/0.5s		50K		~1		~0






