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M2M group control signaling scheme in 802.16m 
Rui Huang, Honggang Li, Shantidev Mohanty
Intel Corporation
1. Introduction
In [1], several typical M2M group identifier (MGID) functionalities for IEEE 802.16p system are discussed. Subsequently in this contribution, we will address some specific detail implementation for M2M group control signaling by MGID as a part of MGID solution in 16m. The other similar scheme for 802.16e is presented in [2] also.   
2. M2M group control signaling in 802.16m
As one of typical usage of MGID, M2M group control signaling could benefit to reduce the massive control signaling due to a large number of M2M devices. 
In Figure 1, the detail M2M group control signaling method is shown. These control signaling include two parts:
{Common messages for all M2M devices in a group, Dedicated messages for the individual M2M devices}
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Figure 1. M2M Group control signaling in 802.16m

2.1. Common messages part in M2M Group Control signaling
These common control messages could be shared by all M2M devices in a same M2M group. It is a most simple and efficient way to reduce the control signaling overhead. For example, ideally the overhead for a M2M group including K active M2M devices will be reduced as 1/ K. 
And these common messages are depended on the M2M grouping criteria. For example, if we grouped M2M devices according to their SDU size and approximated CQI, these messages could be MCS and power control. 

2.2. Dedicated messages part in M2M Group Control signaling
Dedicated messages could be used for the resource allocation mainly. There are several resource allocation mechanisms available in the current 802.16m system: dynamic scheduling and persistent scheduling.

1) Dynamic scheduling
With this approach, each data packets will be scheduled by MAC/PHY control signaling, e.g. Assignment A-AMAP in 802.16m by which the system could schedule the data every subframe. It is most flexible and could achieve maximum scheduling gain thanks to frequency and time domain diversity but with too high signaling overhead. If this method is applied to M2M devices’ traffic, the overhead is too large to be acceptable as shown in the table below. 
	DL A-AMAP size
	33bits

	M2M data packet size
	Home meter: 8*8
	Home security: 30*8

	Control singling overhead
	34%
	12%


2) Persistent scheduling
Persistent allocation is a technique used to reduce assignment overhead for connections with periodic traffic pattern and with relatively fixed payload size. 
However, for M2M device, its data traffic is so small that could be transmitted in one duration and the data packets from same users will not be happened in the next interval periodly. That will result in some resource wastage also.
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Figure 2. Persistent scheduling for M2M data packets

3) M2M group scheduling
As mentioned above, the current scheduling mechanism is not optimized for M2M data. Fortunately, since M2M services have their unique characters in comparison with the human interaction services, e.g.

· Small data transmission

· Infrequent transmission

· Time controlled: the data could be transmitted in a predefined interval

Therefore, it is possible to design an efficient method to reduce the overhead of M2M device resource allocation. For example, the multiple M2M devices data burst could be bundled based on this M2M grouping mechanism, the control signaling overhead (e.g. the resource allocation) for M2M devices could be significantly reduced. At same time because the bundled packet size may be too large to be scheduled in a subframe which is the basic scheduling period, we need predefine a scheduling pattern in multiple subframes or frames to reduce the further overhead as well as the persistent scheduling in 16m. 

[image: image3.emf]Scheduling pattern which will be repeated in an 

allocation period

RB of 

m1

RB of 

m2 

RB 

index 

2

RB 

index 

3

Scheduling interval: L frames/subframes

RB of 

m4

RB of 

m5

RB of 

m3

RB 

index 

2

RB 

index 

3

RB of 

m7

RB of 

m6

time


Fig2. Scheduling Pattern for M2M group
Step1.Multiple M2M devices will be grouped as “M2M group” firstly.  That is the M2M group 
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, where K is the number of M2M devices in a group.
Step2. BS will allocate a series of resource to a specific M2M group persistently. Actually BS could schedule these resources only for part of devices in
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And the scheduling activated duration could be denoted as: 

[image: image8.wmf]repeat

active

scheduling

I

P

L

*

_

=


Where 
[image: image9.wmf]K

P

period

per

size

packet

size

packet

total

ceil

P

<=

=

),

_

_

_

_

_

(


The scheduled devices index could be indicated by M2MID_Scheduling message . The scheduler will manage this M2MID_Scheduling message also. 
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Fig3. Scheduled devices index mapping to M2M_ID
The detail resource allocation will be up to the packet size of the scheduled devices. We will give several  solutions for the specific resource index mapping below.
a) Option A
And if the data packet size of each M2M devices is different, they will be given explicitly as shown in Fig4a. 
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Fig4a Resource index mapping scheme
b) Option B 
And if the data packet size of each M2M devices is similar, they will be given by the differential way as shown in Fig4b. This method will reduce the signaling overhead without any limitation on the flexibility. 
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Fig4b Resource index mapping scheme
c) Option C 

And if the data packet size of each M2M devices is exactly same, they will be represented by one as shown in Fig4c. This method will reduce the signaling overhead with some drawback on the flexibility. 
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Fig4c Resource index mapping scheme
Step3.The M2M devices in a M2M group will transmit or receive their data packets one by one according to the resource allocation message defined in Step2.
And in order to support the more flexible scheduling algorithm in the system, the dynamic scheduling mechanism will override this persistent scheduling message also.

3. Conclusion

In this contribution, we proposed an efficient control signaling mechanism for M2M group which will reduce the signaling overhead significantly. 
4. Text Proposal 
----------------- Start of the text proposal ---------------------------------------------------------------------------------------
Proposal #1 : Revised the following text in Section16.2.  in the latest 16p AWD 

16.2.x  M2M Group Scheduling 

In M2M group scheduling mechanism, the multiple M2M devices data burst could be bundled as a large data packet which may be transmitted periodically . Therefore,  their control message relevant could be combined to notify the M2M devices in this group by some way like persistent scheduling.  Consequently, the control signaling overhead (e.g. the resource allocation) for M2M devices could be significantly reduced.
16.2.x.1. Allocation Mechanism
Proposal #2 : Revised the following text in Section16.3.5.5.2.4  in the latest 16p AWD
16.3.5.5.2.4 Assignment A-MAP IE

….
Table 843.—Description of CRC Mask
	Masking prefix(1 bit MSB)
	Remaining 15bit LSBs

	0b0
	Type indicator
	Masking code

	
	0b000
	12 bit STID or TSTID

	
	0b001
	Refer to Table 844

	
	0b010
	Refer to Table 845

	
	0b100
	12 bit MGID

	0b1
	15 bit RA-ID: The RA-ID is derived from the AMS' random access attributes

(i.e., superframe number (LSB 5bits), frame_index (2 bits), preamble code index

for ranging or BR (6 bits) and opportunity index for ranging or BR (2 bits)) as

defined below:

RA-ID = (LSB 5bits of superframe number | frame_index |

preamble_code_index | opportunity_index)




---------------------------End Text Proposal----------------------------------
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