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1 Introduction

Machine to Machine (M2M) communications is a very distinct capability that enables the implementation of the “Internet of things”. It is defined as information exchange between a Subscriber station and a Server in the core network (through a Base Station) or between Subscriber stations, which may be carried out without any human interaction. Several industry reports have scoped out the huge potential for this market, with millions of devices being connected over the next 5 years and revenues in excess of $300 billion (Harbor Research 2009). Given this potential, it is important that the IEEE 802.16 family of standards develop the competitive capabilities, which will allow them to efficiently support M2M use cases of significant market potential.   

This technical report provides an overview of important M2M use cases that can benefit from wide area network connectivity. It also identifies the key features and architectures required to support the range of uses cases considered and assesses their potential impact on the IEEE 802.16 standard. The goal of the report is to assist the IEEE 802.16 working group in developing one or more projects, which will address enhancements to the IEEE 802.16 standards for enabling M2M communications.

While the study report strives to be comprehensive and scopes out the standards implications for a broad range of M2M applications, it is expected that the IEEE 802.16 working group will consider a phased approach to address the resulting M2M requirements. Specifically, near term requirements will be addressed as part of the initial project scope to enable basic M2M capability, and longer term advanced requirements will be addressed in follow-on project phase. In addition, M2M enhancements to the 802.16 air interface will strive for backward compatibility with existing 802.16 OFDMA standards, and will limit air interface changes to the minimal set needed to enable efficient M2M connectivity. The report provides some recommendations on the initial scope of M2M enhancements, however, definitions related to IEEE working group projects is outside the scope of this report.

The study report is organized as follows. Section 2 covers the 802.16 relevant usage models and Section 3 covers basic and advanced M2M system architectures. Requirements and features of M2M resulting from the use cases described are addressed in Section 4. The expected 802.16 standards impact is covered in Section 5.  Section 6 presents recommendations on the scope of initial M2M enhancements.
2 802.16 Relevant M2M Usage Models 
2.1 Secured Access & Surveillance
The “Secured Access & Surveillance” category includes M2M applications meant to prevent theft of vehicles and insecure physical access into buildings. Buildings and vehicles can be outfitted with M2M devices that forward data in real time to the M2M server whenever movement is detected. An alert signal can then be sent to the M2M user whenever car tampering or building intrusion has occurred. M2M devices can also be configured to trigger M2M-equipped surveillance cameras to record and transmit video in real-time to the M2M server when movement is detected. While most of these usage models involve devices that are fixed in location, there are some cases where surveillance video is fed to mobile security vehicles monitoring the property.
While short-range wireless communication may suffice for some ”Secured Access & Surveillance” use cases, many require WAN M2M capability.  For example, surveillance of and controlled access to large industrial parks or farms/estates where there is no access to short-range wireless (e.g. property gates, perimeter surveillance) requires WAN range. 
2.2 Tracking, Tracing, and Recovery
“Tracking, Tracing, & Recovery” use cases are mainly related to services that rely on location-tracking information. For example, in order to provide vehicular tracking services such as navigation, traffic information, road tolling, automatic emergency call, pay as you drive, etc., the M2M application server needs to monitor the status and/or position of an individual vehicle or group of vehicles. In this use case, vehicles are equipped with M2M devices that send status information (e.g. location, velocity, local traffic, etc.) periodically or on-demand to the M2M server via the cellular network. By analyzing the information gathered from vehicular M2M devices, the M2M server generates data about traffic, navigation, etc. and provides that information to M2M users via the cellular network. 
Other use cases in this category include tracking/tracing/recovery of animals, persons, leisure vehicles (boats, RVs, etc.), construction equipment, plant machinery, shipments, and fleet vehicles. WAN M2M services allow a company to track its fleet, get breakdowns of miles covered, analyze average speeds and identify/respond to driver issues. It enables company assets to exchange information (for content and control) with the company’s management system, provides the company with visibility into multiple aspects of its supply chain, and reports asset location aiding in shipping management.
An example of a “Tracking, Tracing, & Recovery” usage scenario is illustrated in Figure 1. When a vehicle with high-priced cargo moves from ship to warehouse, the vehicle is equipped with IEEE 802.16 M2M capability for security and time of delivery consideration. In this scenario, the M2M device runs an M2M application and has wireless communication capacity over IEEE 802.16 access service network (ASN). The M2M device updates its location. The M2M server can request the M2M device to report the location of vehicle or the status of sensors connected for the management of the vehicle. Hence the M2M device gathers the requested information and sends the information to the M2M server.
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Figure 1 An example of M2M scenario for asset tracking 
2.3 Public Safety
“Public Safety” includes emergency response, public surveillance systems, and monitoring the environment (i.e. warning of natural disasters). M2M devices in these use cases may report information periodically or on-demand to the M2M server. 

For example, M2M devices (e.g., M2M-equipped sensors) can be deployed near rivers or dams in order to measure and periodically report water levels to M2M servers managed by relevant public organizations over IEEE 802.16 ASN. In response to these measurements, the M2M server can either signal an alarm to the M2M user(s) and/or manage water levels by adjusting discharge levels of the dam. 

In emergency response systems, WAN M2M connectivity enables public surveillance equipment to transmit real-time video to first responders’ (police & fire) mobile devices in the case of emergency. It can also be used to prepare the receiving hospital’s staff using video feed from incoming ambulances.

WAN M2M can also be used to secure individuals, for example monitoring/securing workers in remote or high risk areas or offenders under parole.
2.4 Payment
WAN M2M communication allows greater flexibility in deployment of point-of-sale (POS)/ATM terminals, parking meters, vending machines, ticketing machines, etc. It also provides better functionality, faster service, and simplified management; and in emerging markets, M2M enabled payment facilities can overcome a lack of wired infrastructure.
2.5 Healthcare
WAN M2M healthcare applications improve patient monitoring/tracking and doctor responsiveness. M2M services allow patients with advanced age, chronic disease, or complicated physical conditions to live independently. They also improve patient care by virtue of more accurate and faster reporting of changes in physical condition 

For example, a patient can wear bio-sensors that record health and fitness indicators such as blood pressure, body temperature, heart rate, weight, etc. These sensors forward their collected data to an M2M device that acts as an information aggregator and a gateway to the M2M server, which stores and possibly reacts to the collected data. 
Figure 2 illustrates a WAN M2M healthcare service scenario. In this scenario, M2M devices communicate with the healthcare management system, i.e., the M2M server through an IEEE 802.16 access service network (ASN). M2M devices send the patient’s health information (e.g. vital signs) to the healthcare management system in a hospital or a care facility at regular periods or on-demand. The healthcare management system can also transmit configuration data to the M2M devices through the ASN. The M2M-supported healthcare management system can also provide patient monitoring information to doctors allowing patients to be diagnosed remotely. 
There are also more controversial applications emerging such as location assistance for at-risk individuals such as Alzheimer’s patients.
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Figure 2 An example of M2M scenario for healthcare
2.6 Remote Maintenance and Control
Remote maintenance and control is primarily used in the oil and gas, water/waste water, waste management, power generation, and heavy equipment industries. WAN M2M services keep owners/companies informed of how their equipment is running and informs them immediately when there are signs of trouble. These devices provide timely information (e.g. notification of impending failure), automatic alarms (including troubleshooting tools), notification of consumption/output/milestones (e.g. detect quality issues early), and secure remote service access. 
One example of this M2M usage category is the vending machine with WAN M2M capability, which periodically transmits current fill-levels to the service company or their delivery vehicles. The M2M devices can also monitor purchases to help the service company understand consumer behavior in order to better plan promotions and introduce new products. 
Another example is the smart ‘trash can’ system used in Somerville, Massachusetts, in which public litter bins send text messages to the local authorities when they are full and require emptying.
2.7 Metering
Smart metering (e.g. Smart Grid) services meter gas, electricity, or water and bill the metered resource without human intervention. Smart metering not only enables remote meter reading (saving the company, and in turn, the customer money) but also improves the customer’s energy/utility efficiency (e.g. by regulating home appliance usage according to gas/electricity’s time-varying unit price). 
Smart metering helps both the customer and the supplier. For the customer, smart metering assists with load control programs (demand response and TOU pricing), net metering, plug-in electric vehicles, smart appliances and energy monitoring and control. For the supplier, smart metering enables outage management, load forecasting and balancing, theft and tamper detection, and asset management.

Smart metering is illustrated in Figure 3. In this figure, an M2M-enabled smart meter collects utility usage information from home appliances via short-range radio or a home area network and sends the collected information to the M2M server by communicating directly with IEEE 802.16 ASN. Alternatively, the smart meter can communicate via power line communication, RF, and etc. to an M2M device, which aggregates the information from many smart meters in the area and sends the aggregated information to the M2M server.
Besides smart metering in the home, there are many use cases that benefit from WAN M2M access. These are “green field” scenarios (such as farming meters) where short range wireless backbones are non-existent and cost-prohibitive to build.
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Figure 3 An example of M2M for smart metering
2.8 Consumer Devices 
In the Consumer Device market, WAN M2M communication enables personal navigation, automatic e-reader updates, remote photo storage for digital cameras, various netbook services, and PSP. In addition, M2M technology supports content and/or data sharing among devices via user-friendly interfaces. 
2.9 Retail
WAN M2M use case in the retail category currently receiving market discussion is digital signage. Digital signage includes applications such as digital billboards along roads and highways. These billboards receive new display information from the M2M server per updates from the M2M service consumer.
Another use case for the retail category is a retail management system which facilitates supply chain management (SCM) and customer relationship management (CRM) in an electrically and remotely automated manner. For example, a retail management system connected to an M2M server, that uses sensors embedded into products and shopping tools and their readers via WAN M2M network.

3 M2M System Architecture Considerations
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(a) Basic M2M service system architecture
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(b) Advanced M2M service system architecture

Figure 4. High level IEEE 802.16 M2M system architecture
Figure 4 captures the high level system architecture for IEEE 802.16 based M2M communications. The IEEE 802.16 M2M device is an IEEE 802.16 MS with M2M functionality. The M2M server is an entity that communicates to one or more IEEE 802.16 M2M devices. The M2M server also has an interface which can be accessed by an M2M service consumer. The M2M service consumer is a user of M2M services (e.g. a utility company). The M2M Server may reside within or outside of the Connectivity Service Network (CSN) and can provide M2M specific services for one or more IEEE 802.16 M2M devices. The M2M application runs on the IEEE 802.16 M2M device and the M2M server.
The basic M2M service system architecture supports two types of M2M communication: 1 communication between one or more IEEE 802.16 M2M devices and an IEEE 802.16 M2M server; 2. point-to-multipoint communication between IEEE 802.16 M2M devices and the IEEE 802.16 BS. The high level basic M2M service system architecture is shown in Figure 4 (a). Note that the basic M2M system architecture allows for an IEEE 802.16 M2M device to act as an aggregation point for non IEEE 802.16 M2M devices. The non IEEE 802.16 M2M devices use different radio interfaces such as IEEE 802.11, IEEE 802.15, PLC, etc. This aggregation function is shown only to illustrate an applicable use case for an 802.16 M2M device, and no air interface changes to 802.16 are required for its support.
The advanced M2M service system architecture also allows the IEEE 802.16 M2M device to act as an aggregation point for IEEE 802.16 M2M devices in addition to the non IEEE 802.16 M2M devices. In this case, air interface changes to IEEE 802.16 may be expected to handle the aggregation function for both types of devices. In the advanced architecture, peer-to-peer (P2P) connectivity between IEEE 802.16 M2M devices may also be supported, wherein the P2P connectivity may occur over IEEE 802.16 or alternate radio interfaces such as IEEE 802.11, IEEE 802.15, PLC, etc. A high level advanced M2M service system architecture is shown in Figure 4 (b).
4 Requirements and Features for M2M
The following sub-clauses include features that are common to one or more M2M use cases. It shall be possible to subscribe to different M2M requirements or features independently according to the application or network environment.
4.1 Extremely Low Power Consumption
Extremely low power consumption implies that the M2M device consumes extremely low operational power over long periods of time. This feature is required for battery-limited M2M devices, i.e., those who have no access to power sources, infrequent human interaction, and/or high cost of charging due to a lot of sensors. The system shall be able to provide enhanced power saving mechanisms for extra low power consumption. The use case models that may require this feature are Tracking & Tracing, Secured Access & Surveillance, and Public Safety. 
4.2 High Reliability
High reliability implies that whenever and wherever M2M communication is required or triggered, the connection and reliable transmission (i.e. extremely low packet error rate) between the M2M device and the M2M server shall be guaranteed regardless of operating environment (e.g., mobility, channel quality). High reliability is required in M2M applications that involve either the prospect of an emergency or highly sensitive data. The use case models that may require this feature are Healthcare, Secured Access & Surveillance, Public Safety, Payment, and Remote Maintenance & Control.
4.3 Enhanced Access Priority
Enhanced access priority implies that the M2M device is given priority over other network nodes when contending for network access. Priority access is necessary in order to communicate alarms, emergency situations or any other device states that require immediate attention. The use case models that may require this feature are Healthcare, Secured Access & Surveillance, Public Safety, Remote Maintenance & Control.
4.4 Handling Transmission Attempts from Extremely Large Number of Devices
This feature deals with the handling of simultaneous or near simultaneous transmission attempts to the access network’s base station from an extremely large number of M2M devices. This feature may be required for many use cases such as Secured Access & Surveillance, Tracking, Tracing, & Recovery, Public Safety, Healthcare, Remote Maintenance & Control, and Metering.
4.5 Addressing Extremely Large Number of Devices
Addressing of extremely large number of devices implies that the system can address large numbers of devices individually. Every use case category contains one or more applications that require this feature.
4.6 Group Control
Group control implies that the system supports group addressing and handling of M2M devices. This feature is beneficial for all M2M Use Cases.
4.7 Security

802.16 security functions, including integrity protection and the confidentiality for M2M service traffic shall be supported for M2M devices. Expected use cases for WAN M2M systems make them vulnerable to security threats in the form of physical or remote attacks on hardware, software / firmware, compromise of credentials, configuration and network attacks (e.g., denial of service).

WAN M2M system should support appropriate level of authentication for the M2M device or M2M gateway to provide secure access to the authorized M2M devices. The system should support verification and validation of the exchanged data.
4.8 Small Burst Transmission

Small burst transmission implies that transmitted data bursts are extremely small in size. The system can support transmission of small data bursts with very low overhead. This feature is required for every use case category.
4.9 Low/No Mobility

Extremely low (or no) mobility implies that the M2M device is stationary for very long periods of time, perhaps throughout its entire lifetime, or moves only within a certain region. The system can simplify or optimize the mobility-related operations for specific M2M applications with fixed location, e.g. Secured Access & Surveillance, Public Safety, Payment, Remote Maintenance & Control, Metering, and Retail.
4.10  Time-Controlled Operation 

Time-controlled traffic implies the absence of “ad-hoc” packet transmission (to or from the M2M device). The system can support time-controlled operation, where the M2M device transmits or receives data only at a pre-defined period of time. Most M2M use case categories contain one or more applications that require this feature. 
4.11  Time-Tolerant Operation
Time-tolerant operation implies that the system can provide a lower access priority to or defer the data transmission of time-tolerant M2M devices. All use case categories contain applications that may utilize this feature.
4.12  One-way Data Traffic

One-way data traffic implies that data transmission is only one-way, i.e., only device-originated data or only device-terminated data. Public Safety is an example of a use case that may contain device-originated data only. Digital signage and consumer devices represent use cases that may contain device-terminated data only.
4.13  Extremely Low Latency 
Extremely low latency implies the significantly reduced network access latency and/or data transmission latency for specific M2M devices. This feature can be necessary to transmit a message in the event of an emergency situation. e.g., for Healthcare.
4.14  Extremely Long Range Access
Extremely long range access implies that a single WiMAX M2M-enabled base station can serve M2M devices over a very long range. This is not necessarily a feature of any use case, but of some potential market cases that require extremely low cost deployments. In these cases, a provider may want to deploy a single WiMAX M2M-enabled base station with extremely long range in order to cover all M2M devices in the desired service area.
4.15  Infrequent Traffic
Infrequent traffic implies that M2M transmissions are infrequent with large amounts of time between transmissions. This feature may be utilized by applications in every use case category. 
5 Potential 802.16 Standards Impact 
5.1 Extremely Low Power Consumption

There are several ways to increase energy efficiency in the system. Extensions to idle/sleep mode and power savings in active mode may conserve power. Updates to link adaptation and UL power control may reduce transmit power consumption. Updates to control signaling may reduce receive power consumption. Finally, device collaboration may reduce transmit and receive power consumption.
5.2 High Reliability
To enable consistently good connectivity, the link adaptation protocol can be modified to support very robust modulation/coding schemes (MCS). High reliability can also be achieved by improved interference mitigation protocols. Also, device collaboration and redundant and/or alternate paths are indirect methods of improving reliability.
5.3 Enhanced Access Priority
The bandwidth request protocol can be modified to support prioritized access for M2M traffic. Access priority may also be supported through changes to network entry/re-entry, ARQ/HARQ, and/or the frame structure.
5.4 Handling Transmission Attempts from Extremely Large Number of Devices
Support for this feature may require changes to the network entry/re-entry and bandwidth request protocols, link adaptation, HARQ/ARQ, and/or the frame structure. Changes to control signaling may also be required. 
5.5 Addressing Extremely Large Number of Devices
Addressing extremely large number of devices may require extending the addressing space or updating the addressing scheme.
5.6 Group Control

Enabling group control of mass devices based on predefined criteria (e.g. location, function, etc.) may require changes to group ID allocation, control signaling, paging, sleep-mode initiation, multi-cast operation, bandwidth request/allocation. Changes to network entry/re-entry and service flow and connection management protocols may also be necessary.
5.7 Security

Enhanced security may require changes to the network entry/re-entry procedure.
5.8 Small Burst Transmission

Small burst transmission may require new QoS profiles as well as changes to the burst management, SMS transmission mechanism, bandwidth request/allocation protocols, channel coding, and/or frame structure. Low-overhead control signaling may also be considered for small data transmission. A smaller resource unit may be necessary to transmit an extremely small DL/UL burst size. 
5.9 Low/No Mobility

The low/no mobility feature impacts the mobility management protocol. In particular, it implies that the signaling related to handover preparation and execution may be turned off. This feature may also impact the use of idle mode. This feature may also require changes to the measurement/feedback procedures, and the pilot structure.
5.10  Time-Controlled Operation

Time-controlled operation may imply a new QoS profile. It may enable simplifications to the bandwidth request, network entry/re-entry, and ARQ/HARQ protocols as well as the paging/listening window operation of idle/sleep mode. In addition, it may facilitate simplified transmission/update and reception mechanisms of DL control channel.
5.11  Time-Tolerant Operation

Time-tolerant operation may imply a new QoS profile. It may enable simplifications to the bandwidth request and ARQ/HARQ protocols.
5.12  One-way Data Traffic
One-way traffic may require changes to the network entry and addressing protocols, and it may enable simplifications to the bandwidth request/allocation protocol. In addition, the receiving procedure of the DL control channel may be simplified for one-way data traffic. 
5.13  Extremely Low Latency

Changes to the bandwidth request and network entry/re-entry protocols may be required to support extremely low latency. This feature may also require changes to the frame structure, ARQ/HARQ, and control signaling.
5.14  Extremely Long Range Access
This feature may require extremely low modulation schemes as well as changes to the symbol structure and higher power transmissions, if the range required is beyond what 802.16m can support (100km).
5.15 Infrequent Traffic
This feature may enable simplifications to sleep/idle mode protocol.
6 Recommendations
The standards impact outlined in Section 5 of this study report is inclusive of several different implementations that can be used for realizing the M2M use cases based on the basic architecture of Figure 4(a), and advanced architecture of Figure 4(b). In order to enable the near-term market needs for M2M applications, it is advisable to initially focus on implementations based on the basic architecture and then continue to follow the features based on the advanced architecture. To facilitate timely completion of first phase, the first PAR should limit MAC extensions to those needed to enable the M2M-specific requirements, and further limit OFDMA PHY extensions such that changes impacting hardware implementations are minimized. The scope of the M2M project is described in detail in the PAR form.

The recommendation of this Project Planning Committee is that an M2M Task Group when formed should focus on the requirements that can be met with the basic architecture illustrated in Figure 4(a) in the first PAR. Subsequent to the first PAR, Advanced M2M service system architecture in Figure 4(b) can be considered. This phased approach will ensure that M2M features based on the basic architecture can be enabled in the market place quickly and as the market grows more optimizations and enhancements can be enabled in later phases.
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9 Appendix

9.1 Overview of Smart Grid Use Case

Smart Grid is an important M2M application providing important benefits to consumers as well as to Utilities. By adding communications capabilities to utility (e.g. electric, power and gas) generation and to distribution and consumption infrastructure, the Utilities can automate grid operation in order to improve efficiency, cost, robustness, and security. A key M2M use case is smart metering that involves meters that autonomously report usage and alarm information to grid infrastructure to help reduce operational cost, as well as regulate customer’s utility usage based on load dependent pricing signals received from the grid. Other key smart grid applications are distribution network automation (DA), demand response (DR), distributed energy resources and storage (DER), wide area monitoring, and control and support for electric vehicles. 

Table 1 provides a high level description of Smart Grid applications, the essential requirements for their communication infrastructure, as well as points to the relevance of IEEE 802.16 based communication networks for each application. The content is based on the information provided in [3].
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control of utility grid across a wide  area. Use 

of synchrophasors to improve real-time 

monitoring over wide area, in addition to 

localized Supervisory Control and Data 

Systems (SCADA)

Challenging for wireless 

technologies to meet latency 

and relibaility for real-time, 

wide area monitoring. 

600-1500kbps20-200ms99.999-

9.9999%

High

Distribution 

Energy Resources 

and Storage (DER)

Integrate renewable energy sources, small 

scale sources( electric vehicle batteries, 

uninterupted power supply, etc,) , larger scale 

wind-farms etc. into Grid. Will require real-

time monitoring and control of DER sources.

May resuse AMI networks w/ 

potential for 802.16, although 

other technologies such as 

point-to-point micro-wave 

links, sattelite 

communications may be 

required.

9.6-56kbps20ms-15sec99-99.99%High

Electric 

Transportation 

Charging Plug-in Hybrid Electric Vehicles 

(PHEV) as well utilizing them as storgae 

devices. 

Can reuseAMI netwokrs  with 

added need for mobility, due to 

roaming vehicles. 

9.6-56kbps 

(target 

100kbps)

2sec-5mins99-99.99%Relatively 

High

Distribution Grid 

Automation  (DA)

Automate monitoring and control of 

distribution grid  for effective fault detection 

andpower restoration 

Can reuse AMI networks. 

Wireless technology is 

important to avoid  hazardous 

locations. Challenging latency 

requirements.

9.6-100kbps100ms-2sec99-99.999%High


Table 1: Smart Grid applications and associated communication requirements [3].
As can be seen from Table 1, a large number of Smart Grid applications will leverage the AMI network for their communication needs. We expect that wireless technologies, such as IEEE 802.16, will play a key role in enabling AMI. Therefore, IEEE 802.16p should target requirements stemming from Advanced Metering, Demand Response, Distributed Energy Resources, Electric Transportation and Distribution Automation. Wide Area Situational Awareness (WASA) is not included since the real-time, low-latency communication needs of WASA are not expected to be covered by wireless networks. Note that while the applications covering AMI, DR, DER, ET are characterized by low data rates and do not have tight latency and reliability requirements, some Distribution Automation applications can pose challenging latency and reliability requirements, which may not be fully covered by the current scope of the 802.16p project [1]. These challenges may be addressed in the future development of 802.16 families of standards. 

In a broader context, there are several ongoing efforts to define the scope and requirements for Smart Grid applications. In addition to the industry players, there is significant interest from governments world-wide, in part due to the potential for security threats to essential infrastructure as well as the current focus on the environment. There is a desire to standardize Smart Grid interfaces to promote interoperability and to accelerate adoption of Smart Grid services. Several international government organizations, utilities, equipment manufacturers as well as research and standards organizations are focused on developing requirements for Smart Grid applications. Some examples include: US Department of Energy (DOE), NIST (National Institute of Standards & Technology), EPRI (Electric Power Research Institute), UCA International Users Group (UCAIUG), Open SG, and other international standards development organizations, such as IEEE P2030, ETSI etc. 

In the US, NIST’s Smart Grid Interoperability Panel (SGIP) is driving several industry-wide “Priority Actions Plans,” (PAP) that focus on standardizing key aspects of Smart Grid communication and information infrastructure. NIST’s PAP-2 plan, focusing on wireless standards for Smart Grid, is the most relevant for IEEE 802.16 standards. NIST and the affiliated organizations have published several reference documents defining key use cases, terminology, requirements and applicable standards for the Smart Grid [4-8]. NIST’s current focus is to identify wireless technologies that are well-suited for use in different parts of Smart Grid delivery structure. Standard bodies are expected to report their performance across key metrics identified by the NIST’s requirement matrix [4]. The 802.16p project, consistent with its scope [1], will focus on the first phase of enhancements to the current 802.16 family of standards, to ensure that near-term performance gaps in meeting Smart Grid requirements are addressed. It is also expected that the near term enhancements developed by 802.16p will be more focused on enabling the AMI and the DA. However, the more challenging aspects for DA may be enabled in follow-on projects.  

In addition to its value in addressing the needs of an important industry, the Smart Grid application also serves as an important reference M2M use case, as it covers a large number of M2M features described in the M2M study report [2]. The M2M study report covers several Smart Grid use cases under broader categories of Metering, Secured Access and Surveillance, Remote Maintenance and Control, and to a limited extent under Tracking, Tracing & Recovery. This informative text supplements the feature description in [2] to add details on specific areas where 802.16 is applicable for Smart Grid, the traffic characteristics across Smart Grid applications and the key challenges in supporting Smart Grid applications with IEEE 802.16 protocols. The description provided is AMI-centric, as it is viewed as a key enabler for several Smart Grid applications. 
9.2 Applicability of IEEE 802.16p in Smart Grid Reference Model 
The Smart Grid conceptual reference diagram published by Open Smart Grid (OpenSG) committee, [8], provides a detailed view of key actors, interfaces, and communication flows in the Smart Grid architecture.  Figure 1 is a simplified view of OpenSG reference diagram to illustrate the network interfaces that may be applicable for 802.16 if the AMI and DA applications are considered.

1. Smart meters to AMI Head-end

2. Smart meter to DAP (Data Aggregation Point)

3. DAP to AMI Head-end

4. Smart meter to Home Area Network (HAN). Note this link is applicable from a femtocell point of view.

5. Distribution device to Distribution Supervisory Control and Data Acquisition (SCADA) controller. 

6. Distribution device to Field Area Network (FAN) Gateway

7. FAN Gateway to Distribution SCADA
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Figure 1: Applicable Smart Grid (AMI and DA) interfaces for IEEE 802.16 (adapted from NIST’s reference diagram [8]).
9.3 Traffic Characteristics for AMI Applications  

NIST Smart Grid Interoperability Panel (SGIP) has initiated a broad effort to determine the communication requirements for Smart Grid applications, under the PAP-2 program [4]. The OpenSG task group has developed over 1400 requirements across 18 different uses cases as input to this program [6].  These requirements cover the information flows across the interfaces shown in Figure 1, for different usage scenarios. An example of aggregate traffic characteristics across 3 applications such as meter reading, service switching and communication to plug in hybrid vehicle (PHEV) are discussed in [4] and are included in Table 2 for illustration. 


[image: image7.emf]Communication Link Average Message Transaction Rate/sAverage Message Size 

(Bytes)

In-Home Dispaky (IHD) to 

Smart Meter (SM)-Uplink 

1.1 exp(-4) 25

PHEV to SM-Uplink 2.4 exp(-4)97.6

Smart Meter to DAP-Uplink 1.1 exp(-4) per meter 2017

DAP to AMI Headend-Uplink 1.3 exp(-4) per meter 842

SM-IHD1.2exp(-7)50

SM-PHEV (Plug-In-Hybrid 

Vehicle)

9.3 exp(-5)177.5

DAP to SM 1.8exp(-5)25

AMI Headend to DAP6.7exp(-5) per meter 197.1


Table 2: Example statistics of aggregate Smart Grid traffic across meter reading, service switching and PHEV applications at across various links of the Smart Grid architecture.
There is a need to develop aggregate data rates and arrival models for Smart Grid traffic across the network links identified in Figure 1. However, it can be seen from Table 1 and Table 2 that data rates and the average message arrival rate for the application considered are fairly low (less than 2K bytes of data per meter every 1-2 hours).  However, several contributions, [13, 14], indicate that outage or alarm conditions can pose a significant challenge for AMI networks because of the large number of devices involved. The key challenges for AMI communications are expected to stem from the need to handle near simultaneous access by devices that are experiencing outage or alarm conditions (see reference [14]).. Additionally the efficiency of communications from a large number of devices in terms of overhead associated with transmissions also needs to be addressed. 

9.4 Estimating Number of Smart Metering Devices 

It is important to estimate the typical number of devices in a smart meter deployment, as a key challenge for AMI networks will be supporting access from a large number of devices. While the number of devices per sector will depend on the particular Smart Grid deployment and the cell sizes involved, example deployment scenario are discussed in Table 3 to get a range of estimates. The estimates assume 3 meters per household and 3-sectored cells.  A uniform population density is assumed with 100% household penetration. NYC statistics assume a population density of 10K users per square Km [17]. Washington D.C statistics are based on [19]. US household statistics are based on [18]. The Urban London example is based on Vodafone’s estimates [20].


[image: image8.emf]Scenario Population DensityHousehold SizeCell RadiusMax. Meters/Sector 

Urban            

(New York City)

1/100 sq. meters2.6500m/1km3,020/12,075

Subarban 

(Washington D.C.)

1/260 sq. meters2.61km/1.5 km4,645/10,450

Urban London 1/133 sq. meters2.641Km/2km 8,943/35,771


Table 3: Estimated Number of Meters/Sector for representative geographies as a function of cell size. 

9.5 Key Issues for 802.16p in Addressing AMI Requirements 

The NIST PAP2 requirements matrix for wireless standards defines performance categories for measuring the capabilities of wireless standards to meet Smart Grid requirements. It is anticipated that IEEE 802.16 family of standards will meet a large proportion of requirements set forth for AMI networks under most scenarios.  In the following a few areas requiring additional capabilities that should be addressed by the 802.16p standard are illustrated.  A number of them pertain to network access by a large number of devices. Also important is the efficiency of signaling protocols used for transmitting a small amount of data across a large number of devices.

9.5.1 Network Entry by Large Number of Devices

There are several usage scenarios that may result in near simultaneous network access from a large number of smart metering devices. Some examples are as follows:

1. Alarm reports by a large number of devices when they access the network in an un-regulated or un-synchronized manner.

2. A large number of smart meters transition from idle to active state when there is a wide-spread power outage event. Here, the smart meters are required to send a “last gasp” alarm notifying the network that they have lost power. Typically, this report needs to be sent out within a few hundred milliseconds, given that smart meters are expected to operate without battery backup and have limited charge to send the message before complete loss of power (see contribution [13] for more details).  This simultaneous network entry can result from the need to maintain a large number of devices in an idle state. Idle state may be preferred due to a variety of reasons such as a) limited address space for supporting a large number of simultaneously active connections (10-35K devices) b) overhead associated with maintenance signaling for active connections etc. 

3. A surge in network entry attempts when smart meters try to connect back to the network after a power outage event. 
4. Meter reporting at regular intervals by large number of devices, when aggressive reporting rates are used (may be applicable in future). Typically, regular communications to and from meters is low data rate, infrequent traffic, so the aggressive rates included here are for illustration to assess any potential system impact. Here also it is assumed that most meters remain attached to the network in the idle state and hence attempt network entry as and when they have data to send.

Table 4 describes the number of access attempts/second for different scenarios assuming different number of smart metering devices per sector.

	Application
	Access Interval of Interest
	Access Attempt/second

(12K devices/sector)
	Access Attempt/second

(35K devices/sector)

	Meter Reporting
	5 minute
	40
	116.7

	Meter Reporting
	1 minute
	200
	583.3

	Unsynchronized Alarm Reporting or Network Access
	10 second
	1200
	3500

	Last Gasp Event Reporting
	500 millisecond
	24000
	70000


Table 4: Access rates for various smart metering application scenarios, assuming access attempts are uniformly distributed across the interval of interest.

To highlight one of the issues with near simultaneous network entry by large number of devices, Table 5 shows the number of initial ranging opportunities supported by IEEE 802.16m [9] to support initial network entry attempts by a large number of smart metering devices. Calculations are based on cell sizes supporting 8 or 32 codes, Poisson arrival rate with required contention probability of 1%.  Ranging channel periodicities of once per frame (5ms)-once per 4 super-frames (80ms) are assumed (see [9]). Comparing Table 4 with the maximum access rates supported by 802.16m shown in Table 5, it can be seen that significantly higher number of ranging opportunities will be required, if near-simultaneous access by a large number smart meters is to be supported. Alternately, the system design must support techniques to manage a large number of unsynchronized network access attempts. 
	Number of initial ranging channels /second
	Maximum (Minimum)

# of Codes
	Number of network entry opportunities per second
	Overhead
	Number of access attempts supported per second at 1% contention probability. 



	200
	32 (8)
	6400   (1600)
	2.85%
	960  (240)

	50
	32 (8)
	1600   (400)
	0.71%
	240  (60)

	25
	32 (8)
	800    (200)
	0.35%
	120  (30)

	12.5
	32 (8)
	400    (100)
	0.18%
	60   (15)


Table 5: Number of initial ranging attempts per second supported by IEEE 802.16m.  

A more detailed analysis on success rates of network entry attempts using the 802.16m initial ranging protocols is given in [15]. Results of this analysis indicate that access success rates can be dramatically lowered and access latency is increased substantially when there is a surge in near simultaneous network entry attempts by a large number of devices. Therefore, the system must also ensure that the delivery of higher priority traffic or the performance of non-M2M devices is not adversely impacted by a large number of uncontrolled network access attempts.

9.5.2 Signaling & Protocol Efficiency of Network Access

It is likely that a large number of smart meters attached to the network will be supported in idle state due to reasons such as limited address space for supporting a large number of active connections, as well as the overhead associated with maintenance signaling for active connections.  These devices will therefore need to connect to the network on a frequent basis to send a very small amount of data. Hence it is important that 802.16p enhancements minimize the signaling and protocol overhead associated with establishing the frequent network connectivity for sending short bursts of data over the network.  

The current 802.16m signaling and protocol overhead associated with using short-message service (SMS) to communicate data while maintaining idle state, is investigated in [16]. Table 6 from [16] summarizes the estimated signaling and protocol overhead associated with using SMS transmission while the device maintains idle state operation. Only the signaling overhead of the messages is assumed and overhead incurred during ranging, resource allocation overhead for sending messages as well as any PHY layer overhead is not included. It is clearly seen that overhead for small burst transmissions using SMS needs to be addressed.

	Message
	Estimated Number of Bytes

	AAI_RNG-ACK
	14

	AAI_RNG-REQ
	58

	AAI_RNG-RSP
	17

	AAI_DREG-REQ
	8

	AAI_DREG-RSP
	20

	Signaling overhead assuming 140 bytes of transmitted payload
	117/140= 83.5%

	Signaling + protocol overhead (62% overhead)
	117/53 = 220%


Table 6: Approximate signaling overhead calculation for using short message service while the device is in idle state [16].
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		Number of Users

		Access Attempts Per User

		Number of Slots

		Contention Probability Per Slot

				Analytical Results for Mean Access Delay (worst case performnace)

				Initial Window L=1

				Number of Stages m= 15

				Users		Slots		Mean Delay (frames)		Mean Delay (s)

				1000		32		85		0.425

				5000		32		431		2.155

				10000		32		885		4.425

				30000		32		2840		14.2

				1000		8		344		1.72

				5000		8		1837		9.185

				10000		8		3885		19.425

				30000		8		13460		67.3

				1000		160		17		0.085

				5000		160		84		0.42

				10000		160		168		0.84

				30000		160		514		2.57
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		Users		Arrival Rate		Access Slots/second		Prob Contention		P-Access Success		Mean Delay		Mean Retries

		1K		1/60s		6400		0.01		1		27ms		1.02

		10K		1/60s		6400		0.18		1		30ms		1.2

		30K		1/60s		6400		0.36		1		35ms		1.55

		1K		1/60s		400		0.5		1		250ms		1

		10K		1/60s		400		1		0.05		3000ms		7

		1K		1/10s		6400		0.1		1		30ms		1.1

		10K		1/10s		6400		0.52		1		50ms		2

		30K		1/10s		6400		1		0.02		350ms		9

		1K		1/0.5s		6400

		10K		1/0.5s		6400		0.8		0.2		1200ms		4.75

		30K		1/0.5s		6400		0.85		0.05		3000ms		5.75

		Net						Total Investment

						fees

		10000000		1		100000		8,782,609

		25000000		2		350000		19,168,242

		20000000		3		550000		13,511,959

		15000000		4		700000		8,976,526

		10000000		5		800000		5,369,509

		5000000		6		800000		2,507,500

		85000000				3300000		58,316,344

		Returns

		10%		20%		30%		40%		50%		60%		70%		80%		90%

		38401498.706844		41892544.0438298		45383589.3808156		48874634.7178015		52365680.0547873		55856725.3917731		59347770.7287589		62838816.0657447		66329861.4027305

		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344

		(19,914,845)		(16,423,800)		(12,932,755)		(9,441,709)		(5,950,664)		(2,459,619)		1,031,427		4,522,472		8,013,517
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		Scenario		Population Density		Household Size		Cell Radius		Max. Meters/Sector		500/1000		1000/2000

		Urban            (New York City)		1/100 sq. meters		2.6		500m/1km		3,020/12,075		3019		12076		12076

		Subarban (Washington D.C.)		1/260 sq. meters		2.6		1km/1.5 km		4,645/10,450		4644.9704142012		10451.1834319527		18579.8816568047

		Urban London		1/133 sq. meters		2.64		1Km/2km		8,943/35,771		8942.8115743905		35771.2462975621		35771.2462975621

		http://en.wikipedia.org/wiki/Demographics_of_New_York_City

								num people		sq. km		per/sqm		per 100sq		users/HH

		New York City Statistcis						8,391,881.00		786.00		0.0107		1.07		2.78

		Manhattan						1,629,054.00		59.00		0.0276		2.76

		Num-HH (2000)						3021588

		US Average

		Washington DC Demographics

		http://quickfacts.census.gov/qfd/states/11000.html

		2000

		person poer sq. mile		per sq. kim		per/sq. m		per 100 sq. m		per 260

		9378		3663.28125		0.0036632812		0.366328125		0.952453125

		2009				sq. mile

		Population		sq. miles		pop. Sq. km		pop. Sq. m		per 100 sq. meter		per 260 sq. m

		599657		61.4		3815.0002544788		0.0038150003		0.3815000254		0.9919000662
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		Communication Link						Average Message Transaction Rate/s

		IHD to SM (UL)						1.1 exp(-4)

		PHEV to SM (UL)						2.4 exp(-4)

		Smart Meter to DAP (UL)						1.1 exp(-4) per meter

		DAP to AMI Headend (UL)						1.3 exp(-4) per meter

		SM-IHD						1.2exp(-7)

		SM-PHEV						9.3 exp(-5)

		DAP to SM						1.8exp(-5)

		AMI Headend to DAP						6.7exp(-5) per meter
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		Application		Description		Required Communications Infrastrcture		Data Rate		Latency		Reliability		Security

		Advanced Metreing Infrastructure (AMI)		Two-way communication capabilities for tracking  enregy consumption data for grid, outage and billing management		Mult-tier hierarchical network comprising Home Area Network  Smart Meters, Data Aggregation Point, Utility Headend (802.16 applies to several tiers)		10-100 kbps per node     (500kbps for back-haul)		2-15 sec		99-99.99%		High

		Demand Response (DR)		System for reducing energy consumption by consumers in reposne to price and system load, such that peak loads can be managed.		DR systems may share the AMI infrastructure (802.16 is relevant in multiple areas)		14-100  kbps/per node/device		500 ms-several mins		99-99.99%		High

		Wide Area Situational Awareness (WASA)		Technologies for improving monitoring and control of utility grid across a wide  area. Use of synchrophasors to improve real-time monitoring over wide area, in addition to localized Supervisory Control and Data Systems (SCADA)		Challenging for wireless technologies to meet latency and relibaility for real-time, wide area monitoring.		600-1500kbps		20-200ms		99.999-9.9999%		High

		Distribution Energy Resources and Storage (DER)		Integrate renewable energy sources, small scale sources( electric vehicle batteries, uninterupted power supply, etc,) , larger scale wind-farms etc. into Grid. Will require real-time monitoring and control of DER sources.		May resuse AMI networks w/ potential for 802.16, although other technologies such as point-to-point micro-wave links, sattelite communications may be required.		9.6-56kbps		20ms-15sec		99-99.99%		High

		Electric Transportation (ET)		Charging Plug-in Hybrid Electric Vehicles (PHEV) as well utilizing them as storgae devices.		Can reuseAMI netwokrs  with added need for mobility, due to roaming vehicles.		9.6-56kbps (target 100kbps)		2sec-5mins		99-99.99%		Relatively High

		Distribution Grid Automation  (DA)		Automate monitoring and control of distribution grid  for effective fault detection andpower restoration		Can reuse AMI networks. Wireless technology is important to avoid  hazardous locations. Challenging latency requirements.		9.6-100kbps		100ms-2sec		99-99.999%		High
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Sheet1

		Number of Users

		Access Attempts Per User

		Number of Slots

		Contention Probability Per Slot

				Analytical Results for Mean Access Delay (worst case performnace)

				Initial Window L=1

				Number of Stages m= 15

				Users		Slots		Mean Delay (frames)		Mean Delay (s)

				1000		32		85		0.425

				5000		32		431		2.155

				10000		32		885		4.425

				30000		32		2840		14.2

				1000		8		344		1.72

				5000		8		1837		9.185

				10000		8		3885		19.425

				30000		8		13460		67.3

				1000		160		17		0.085

				5000		160		84		0.42

				10000		160		168		0.84

				30000		160		514		2.57





Sheet2

		

		Users		Arrival Rate		Access Slots/Frame		Prob Contention		P-Access Success		Mean Delay		Mean Retries

		1K		1/60s		32		0.01		1		27ms		1.02

		10K		1/60s		32		0.18		1		30ms		1.2

		30K		1/60s		32		0.36		1		35ms		1.55

		1K		1/10s		32		0.1		1		30ms		1.1

		10K		1/10s		32		0.52		1		50ms		2

		30K		1/10s		32		1		0.02		350ms		9

		1K		1/0.5s		32

		10K		1/0.5s		32		0.8		0.2		1200ms		4.75

		30K		1/0.5s		32		0.85		0.05		3000ms		5.75

		Net						Total Investment

						fees

		10000000		1		100000		8,782,609

		25000000		2		350000		19,168,242

		20000000		3		550000		13,511,959

		15000000		4		700000		8,976,526

		10000000		5		800000		5,369,509

		5000000		6		800000		2,507,500

		85000000				3300000		58,316,344

		Returns

		10%		20%		30%		40%		50%		60%		70%		80%		90%

		38401498.706844		41892544.0438298		45383589.3808156		48874634.7178015		52365680.0547873		55856725.3917731		59347770.7287589		62838816.0657447		66329861.4027305

		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344

		(19,914,845)		(16,423,800)		(12,932,755)		(9,441,709)		(5,950,664)		(2,459,619)		1,031,427		4,522,472		8,013,517





Sheet3

		

		Traffic Type		Data Rate		Arrival Rate (Frequency)		Latency		Reliability

		AMI		10-100kbps (500kbps)		1.1 x 10(-4)s/per meter		2-15seconds		99.99000%

		Demand Response		14-100kbps/per node/devices				500ms-several minutes		99.99000%

		WASA		600-1550kbps				20ms-200ms		9.99990%

		Distribution Automation		9.6-100kbps				100ms-2sec		99.99900%

		Communication Link		Average Message Transaction Rate/s		Average Message Size (Bytes)

		In-Home Dispaky (IHD) to Smart Meter (SM)-Uplink		1.1 exp(-4)		25

		PHEV to SM-Uplink		2.4 exp(-4)		97.6

		Smart Meter to DAP-Uplink		1.1 exp(-4) per meter		2017

		DAP to AMI Headend-Uplink		1.3 exp(-4) per meter		842

		SM-IHD		1.2exp(-7)		50

		SM-PHEV (Plug-In-Hybrid Vehicle)		9.3 exp(-5)		177.5

		DAP to SM		1.8exp(-5)		25

		AMI Headend to DAP		6.7exp(-5) per meter		197.1
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Sheet1

		Number of Users

		Access Attempts Per User

		Number of Slots

		Contention Probability Per Slot

				Analytical Results for Mean Access Delay (worst case performnace)

				Initial Window L=1

				Number of Stages m= 15

				Users		Slots		Mean Delay (frames)		Mean Delay (s)

				1000		32		85		0.425

				5000		32		431		2.155

				10000		32		885		4.425

				30000		32		2840		14.2

				1000		8		344		1.72

				5000		8		1837		9.185

				10000		8		3885		19.425

				30000		8		13460		67.3

				1000		160		17		0.085

				5000		160		84		0.42

				10000		160		168		0.84

				30000		160		514		2.57





Sheet2

		

		Users		Arrival Rate		Access Slots/second		Prob Contention		P-Access Success		Mean Delay		Mean Retries

		1K		1/60s		6400		0.01		1		27ms		1.02

		10K		1/60s		6400		0.18		1		30ms		1.2

		30K		1/60s		6400		0.36		1		35ms		1.55

		1K		1/60s		400		0.5		1		250ms		1

		10K		1/60s		400		1		0.05		3000ms		7

		1K		1/10s		6400		0.1		1		30ms		1.1

		10K		1/10s		6400		0.52		1		50ms		2

		30K		1/10s		6400		1		0.02		350ms		9

		1K		1/0.5s		6400

		10K		1/0.5s		6400		0.8		0.2		1200ms		4.75

		30K		1/0.5s		6400		0.85		0.05		3000ms		5.75

		Net						Total Investment

						fees

		10000000		1		100000		8,782,609

		25000000		2		350000		19,168,242

		20000000		3		550000		13,511,959

		15000000		4		700000		8,976,526

		10000000		5		800000		5,369,509

		5000000		6		800000		2,507,500

		85000000				3300000		58,316,344

		Returns

		10%		20%		30%		40%		50%		60%		70%		80%		90%

		38401498.706844		41892544.0438298		45383589.3808156		48874634.7178015		52365680.0547873		55856725.3917731		59347770.7287589		62838816.0657447		66329861.4027305

		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344		58,316,344

		(19,914,845)		(16,423,800)		(12,932,755)		(9,441,709)		(5,950,664)		(2,459,619)		1,031,427		4,522,472		8,013,517
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		Application		Description		Required Communications Infrastrcture		Data Rate		Latency		Reliability		Security

		Advanced Metreing Infrastructure (AMI)		Two-way communication capabilities for tracking  enregy consumption data for grid, outage and billing management		Mult-tier hierarchical network comprising Home Area Network  Smart Meters, Data Aggregation Point, Utility Headend (802.16 applies to several tiers)		10-100 kbps per node     (500kbps for back-haul)		2-15 sec		99-99.99%		High

		Demand Response (DR)		System for reducing energy consumption by consumers in reposne to price and system load, such that peak loads can be managed.		DR systems may share the AMI infrastructure (802.16 is relevant in multiple areas)		14-100  kbps/per node/device		500 ms-several mins		99-99.99%		High

		Wide Area Situational Awareness (WASA)		Technologies for improving monitoring and control of utility grid across a wide  area. Use of synchrophasors to improve real-time monitoring over wide area, in addition to localized Supervisory Control and Data Systems (SCADA)		Challenging for wireless technologies to meet latency and relibaility for real-time, wide area monitoring.		600-1500kbps		20-200ms		99.999-9.9999%		High

		Distribution Energy Resources and Storage (DER)		Integrate renewable energy sources, small scale sources( electric vehicle batteries, uninterupted power supply, etc,) , larger scale wind-farms etc. into Grid. Will require real-time monitoring and control of DER sources.		May resuse AMI networks w/ potential for 802.16, although other technologies such as point-to-point micro-wave links, sattelite communications may be required.		9.6-56kbps		20ms-15sec		99-99.99%		High

		Electric Transportation		Charging Plug-in Hybrid Electric Vehicles (PHEV) as well utilizing them as storgae devices.		Can reuseAMI netwokrs  with added need for mobility, due to roaming vehicles.		9.6-56kbps (target 100kbps)		2sec-5mins		99-99.99%		Relatively High

		Distribution Grid Automation  (DA)		Automate monitoring and control of distribution grid  for effective fault detection andpower restoration		Can reuse AMI networks. Wireless technology is important to avoid  hazardous locations. Challenging latency requirements.		9.6-100kbps		100ms-2sec		99-99.999%		High

		Communication Link						Average Message Transaction Rate/s

		IHD to SM (UL)						1.1 exp(-4)

		PHEV to SM (UL)						2.4 exp(-4)

		Smart Meter to DAP (UL)						1.1 exp(-4) per meter

		DAP to AMI Headend (UL)						1.3 exp(-4) per meter

		SM-IHD						1.2exp(-7)

		SM-PHEV						9.3 exp(-5)

		DAP to SM						1.8exp(-5)

		AMI Headend to DAP						6.7exp(-5) per meter
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