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Multi-hop System Evaluation Methodology: Traffic Models
Gamini Senarath, Wen Tong, Peiying Zhu, Hang Zhang,
David Steer, Derek Yu, Mark Naden, Dean Kitchener
Nortel

1 Introduction

This document provides a set of definitions, asgionp, and a general framework for traffic modeliiog
multihop relay systems (e.g. 802.16j, LTE relayeesions) to arrive at system wide voice, data,o/olemixed
data, voice, video performance on the forward avense links.

TCP and Higher Layer Modelingfor simulation, higher layer modeling such as Teétocol and associated
parameters and network modeling are required.gtoposes that those provide in [1] be used far plirpose.
Those are included in Appendix A and Appendix Boedively for easy reference.

It is proposed that the multi-hop simulations bealasing two types of traffic assumptions for aggtions:

A quick view of system performance is to be obtdineing full queue analysis (e.g. assuming
availability of sufficient amount of traffic at dacode point which does not need realistic traffic
models).

» A detailed and more representative simulationd@abe done with realistic traffic (non- full queue)

Full Queue and Non-Full Queue Traffithe full queue analysis are indicative of the atperformance and
useful to carry out quick performance evaluatiomghe initial design validations. However, they cém a
reasonable accuracy, compare the performance okywstems or systems with different configuratiohise
extension to realistic traffic model increases claxipy of the simulations and it increases the danon run
time. However, they produces results that are nmatieative of the actual performance in practice.

2 Traffic models

This section describes the traffic models in detction 2.1 addresses forward link and Secti@rtle revers
e link.

A major objective of multi-hop simulations is tooprde the operator a view of how many users can be
supported for a given service under a specifiedihap configuration at a given coverage level. Tiadfic
generated by a service should be accurately modeledler to find out the performance. Traffic nebidg can

be simplified, as explained below, by not modelthg user arrival process and assuming full queaffidr
These are explained below.

Modeling of user arrival process: All the users are not active and they might ngtster for the same service.
In order to avoid different user registration arem@nd models, the objective of the proposed simonlas
made limited to evaluate the performance with tsersi who are maintaining a session with transnssio
activity. These can be used to determine the nurobesuch registered users that can be supported. Th
document does not address the arrival processcbf iagistered users, i.e. it does not addresstétistecs of
subscribers that register and become active.

Full Queue model: In the full queue user traffic model, all the ssar the system always have data to send or
receive. In other words, there is always a constambunt of data that needs to be transferred, mrast to
bursts of data that follow an arrival process. Thisdel allows the assessment of the spectral efffagi of the
system independent of actual user traffic distrdyutype.
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At the relay station, however, the traffic availdapidepends on the forwarded traffic from eithassb station, u
ser or by another relay even in the full queue rhode

The traffic models provided in the next sectionsadie only the non-full queue case.

2.1 Traffic Modeling for Forward Link Services

The services to be modeled for the forward linklested in Table 1. FTP, Web browsing and VOIP weaud
ed in [1] and [2]. We propose live video servicaslsas video conferencing to be included for sitmuta Traff
ic models for live video will be proposed as a fetaontribution.

Table 1: Servicesto be considered for the forward link

# | Application Traffic Mandator
Category y/Optional

1 FTP Best-effort | M

2 Web Browsing Interactive | M

3 VolP Real-time M

4 Video Streaming | Streaming | M

5 Live Video Interactive | O
Real-time

2.1.1 FTP[1]
It is proposed that traffic model in [1] be used 3 P. A description is extracted from [1].

In FTP applications, a session consists of a semuenhfile transfers, separated bsading times. The two
main parameters of an FTP session are:

S :the size of afile to be transferred
D,.: reading time, i.e., the time interval between efhdlownload of the previous file and the user
request for the next file.

The underlying transport protocol for FTP is TCFhe packet trace of an FTP session is shown inr&igyu
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Packet calls

Packets of file 1 Packets of file 2 Packets of file 3

Figure 1 Packet Tracein a Typical FTP Session [1]
The parameters for the FTP application sessiodeseribed in

Table 2.

Table2 FTP Traffic Model Parameters

Component Distribution Parameters PDF

File size (S) Truncated Mean = 2Mbytes 1 _ (In X_’u)z
Lognormal | 514 pev. = 0.722 x 7 5 & R

270X
Mbytes 20
, o =035 =1445
Maximum = 5 #
Mbytes
Reading timeg Exponential Mean =180 sec, = _ , —Ax
f.= e ,X=20
(DDC) X
A =0.006

2.1.2 Web Browsing [1]

Web browsing is the dominant application for braauh data systems, and has been studied extendividy.
proposed that the traffic model in [1] be used. @ascriptions provided in [1] are included below.
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Instances of packet
arrival at base station

A packet call
I |

ik [N N A -

reading time

: A session
First packet of the Last packet of the

session session

Figure 2 Packet Trace of a Typical Web Browsing Scheme[1]

Figure 2 shows the packet trace of a typical web browsessi®n. The session is divided into ON/OFF periegsesenting web-

page downloads and the intermediate reading tirreEigur e 2, the web-page downloads are referred to as paekst These ON
and OFF periods are a result of human interactibaresthe packet call represents a user’s requesffirmation and the reading
time identifies the time required to digest the vpelge.

As is well known, web-browsing traffic is self-siam. In other words, the traffic exhibits similstatistics on different timescales.
Therefore, a packet call, like a packet sessiodjvisled into ON/OFF periods as in Figure-3. Ualik packet session, the ON/OFF
periods within a packet call are attributed to niiaehinteraction rather than human interaction.géneral, a web-page is constructed
from many individually referenced objects. A wetmlvser will begin serving a user’s request by fetghthe initial HTML page
using an HTTP GET request. After receiving thegyahe web-browser will parse the HTML page foritiddal references to
embedded image files such as the graphics on fiseaiod sides of the page as well as the stylizédims The retrieval of the initial
page and each of the constituebfects is represented by ON period within the packet edille the parsing time and protocol
overhead are represented by the OFF periods vathacket call. For simplicity, the term “page” Mie used in this paper to refer to
each packet call ON period. As a rule-of-thumipage represents an individual HTTP request exlplitiitiated by the user. The
initial HTML page is referred to as the “main olifeand the each of the constituent objects refexdnftom the main object are
referred to as an “embedded object”.

packet call packet call
/\ /\
k i
D
(Readin’g);CTime) s
main object/

embedded objects

Figure-3 Contents in a Packet Call

The parameters for the web browsing traffic aréosws:
Swu: Size of the main object in a page

Se: Size of an embedded object in a page

Ng: Number of embedded objects in a page

Dpc: Reading time



2006-05-05 IEEE C802.16j-06/024r1

T,: Parsing time for the main page
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Table3HTTP Traffic Model Parameters[1]

Component | Distribution | Parameters PDF
Main object| Truncated Mean = 10710 bytes 2
size () Lognormal fy = ! ex _(lnx_“) x=0
Std. dev. = 25032 X7 5 262 e
bytes
. 0=137,u=835
Minimum = 100 bytes H
Maximum = 2
Mbytes

Embedded | Truncated Mean = 7758 bytes

: : 1 —(Inx—p)2
object  size Lognormal Std. dev. = 126168'x = \/Emex 5 X220
(Se) bytes 20

. 0= 236,u =617
Minimum = 50 bytes H
Maximum = 2
Mbytes
Number  of| Truncated Mean = 5.64 o k“
embedded Pareto Max. = 53 fy=™ qapKSx<m
objects  pel X

page (N) } o
fxz(j o
m

a=1Lk=2m=55

Note: Subtract k from th
generated random value [to

[12)

obtain N
Reading timg Exponential Mean = 30 sec - —AX

fo=Ae ,x=0
(DDC) X

A =0.033
Parsing timg Exponential Mean = 0.13 sec - —AX

fy=Ae ,Xx=20
(Tp)

A =769

Note: When generating a random sample from a ttedcdistribution, discard the random sample whan it
outside the valid interval and regenerate anothedom sample.
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2.1.3 Voice over IP (VoIP) [2]

A VolIP call shall be assumed to be between onearsgione wired user. In order to get an evaluaifche air
interface the wireline and core network impairmeares neglected.

Vol P Traffic Source

The G.729A decoder shall be simulated with an assur byte IP header. Each packet produced by the
G.729A vocoder shall be appended with a 4 byte éredeht accounts for UDP/IP overhead, after header
compression.

2.1.4 Video Streaming [1]

It is proposed, that the following model for streagvideo traffic on the forward link which was eatted
from [1], be used. Figure 4 describes Video stregmi

the steady state of video streaming traffic fromn tietwork as seen by the base station. Latensiading up t
he call is not considered in this steady state mode

Video Streaming Session (= simulation time)

A
Y

time

0 T : : 2T (K-DT . . KT
T, (Buffering Window) — ! <~

<
< 14

bc (Packet Packet éize
Coding Delay)

Figure4 Near Real-Time Video Traffic Model [1]

A video streaming session is defined as the ewiiteo and associated audio streaming call time¢chvis equa
| to the simulation time for this model.

Each frame of video data arrives at a regularvwalef determined by the number of frames per se¢tps). E
ach frame is decomposed into a fixed number oéslieach transmitted as a single packet. Theobtbese pa
ckets/slices is distributed as a truncated Parétwoding delay, Dc, at the video encoder introdutsay inter
vals between the packets of a frame. These irlkeava modeled by a truncated Pareto distribufitve. param
eter Tg is the length (in seconds) of the de-

jitter buffer window in the mobile station usedgioarantee a continuous display of video streamatg.dThis
parameter is not relevant for generating the taftstribution but is useful for identifying perieavhen the real
time constraint of this service is not met. At beginning of the simulation, it is assumed thatriobile statio
n de-

jitter buffer is full with (Tg X source video data rate) bits of data. Ovesthilation time, data is “leaked” out
of this buffer at the source video data rate aftk&f’ as forward link traffic reaches the mobilagon. Asap
erformance criterion, the simulation shall recdre kength of time, if any, during which the de-

jitter buffer runs dry.
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The de-jitter buffer window for the video streamsgyvice is a maximum of 5 seconds.
Using a source rate of 64 kbps, the video traffo@lel parameters are defined Table 4.

Table 4 Near Real-Time Video Traffic Model Parameters[1]

Information  |Inter-arrival |Number o|Packet  (slicgInter-arrival time
types time betwee|packets (sliceisize between packe
the beginnin(in a frame (slices) in a framg
of each frame

Distribution Deterministic |Deterministic | Truncated Truncated Paret(
Pareto

(Based o] (Mean= 6mMS
10fps) (Mean= Max= 12.5ms)
50bytes, Max
125bytes)
Distribution  |100ms 8 K = 20bytek = 2.5m¢
Parameters a=1.2 a=1.2

2.1.5 Live Video Services
As mentioned before a traffic model will be prowder live video as a future contribution.

2.1.6 Modeling Reverse Link Traffic for the Forward Link only Simulations

HTTP requests and TCP ACKs come under this categibrig not known, what percentage of traffic wabidle
acks and HTTP requests in a broadband systensscliéar that the size of the access page incredagetime,
while ACK messages and HTTP requests remains the.sBherefore, we can expect that in the futuréesys,
the impact of AC K and HTTP requests will be neiplig compared to size of the data contents. Howesnece
some traffic has to go through relay stations,atiditional delays introduced by this path may hawempact
which needs further investigation. It may be pdssibat these delays can be modeled by analyzinglation
results of the reverse link

2.2 Traffic Modeling for Reverse Link Services

This section discusses the traffic modeling reldtedeverse link data traffic. Reverse link traffec support
forward link activities may be modeled using sintidia results obtained for the reverse link as exgld in
Section 2.1.6.

Similarly the modeling of the forward link traffio support the reverse link activity when carryog reverse
link only simulations, may be modeled using statssbbtained from the forward link simulations &scribed
in Section 2.2.3.

2.2.1 FTP Upload / Email [1]

It is proposed that the FTP Upload and Email modséd in [1] be used. They are provided below &seeof
reference.
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Since FTP uses TCP as its transport protocol, (B fraffic model described in Appendix A [1], isedsto

represent the distribution of TCP packets for the kpload traffic on the RL.

The file upload and email attachment upload areetsatlas in Table 5.

Table 5: FTP Characteristics [1]

IEEE C802.16j-06/024r1

Arrival of new users

Poisson with parametar

Upload file size

Truncated lognormal; lognormal pdf:

~(In x—,u)z} X3 0

1
V2nox exp{ 202
0 =2.0899, u= 0.9385
Min = 0.5 kbytes
Max = 500 kbytes

If the value generated according to the lognor
pdf is larger than Max or smaller than Min, th
discard it and regenerate a new value.

The resulting truncated lognormal distribution g
mean = 19.5 kbytes and standard deviation = 4
kbytes

mal

16.7

The FTP traffic is simulated as follows:

At the beginning of the simulation there are 5 RiERrs waiting to transmit.

Before transmitting, call setup is performed fockeaser

Afterwards, FTP upload users arrive according &éRbisson arrival process, as defined able 5

For each new FTP upload user coming into the systafthsetup is performed

Each FTP upload user stays in the system untiligHes the transmission of its file

After an FTP upload user finishes the transmissiuits file, it immediately leaves the system

Since the arriving FTP users are dropped unifororigr 19 cells, it is possible the number of usars &éxceed the sector capacity. In
that case, the new arrival should be blocked. Eatos capacity is 43 in total. The blocking ratewdld be recorded.

2.2.2 HTTP Model [1]

The following figure is an example of events ocmgrduring a HTTP session. The diagrams and therigi®ons have been

extracted from [1].

! In order to skip the transient period, the nuntfe initial FTP users is taken to represent theber of users at steady state.

9



2006-05-05 IEEE C802.16j-06/024r1

Main Object
TCP segments
TCP segment of the New TCP of the requested
requested page TCP segment segments objects
received at BS senton FL received at BS received at BS
I
I
I
BS |
Transmission 4 * v N ¥
Timeline ! FL ! FL !
| delay | FL delay | delay |
K |
} A 4 } v A 4 }
I I I I I I
I I I I I I
I I I I I I
I I I I I I
I I I I I I
I I I I I I
I I I I I I
I | I | | I
1 1 1
| | |
MS Timeline ! ‘ ! | - ! ! ! ! ‘ }
Reading } RL I Internet } } ?; } Internet } } Parsing } gL | Internet }
time i delay | delay ! lay | delay | time | delay | delay |
w
‘ *
. ) ]
I | Lo | |
} | } | | |
I | I | ! !
Page Page TCP ACK TCP ACK Requests for  Requests for
request  request generated sent embedded embedded
generated  sent objects objects sent

generated
Figure 5: Example of events occurring during web browsing.

HTTP Traffic Model Parameters

Reading time (R): modeled as iTable 6

Internet delay (): modeled as an exponentially distributed randamable with a mean of 50ms

Parsing time (J): modeled as i able 6

RL delay: specific for the implemented system. didels RL packet transmission delay and schedulitay ¢ scheduled)

FL delay (},): defined as the time a TCP segment is first egbeue for transmission until it finishes transiois on forward link.
The delay includes transmission delay and forwarkl $cheduling delay. If there are multiple packetach packet has its own
additional contribution to the overall:D

Number of TCP segments in the main objegi)XNNy =[ Sy /(MTU-40)]. The main object sizeSis generated according Table
6.

Number of TCP segments in embedded objeg}.(Ne =[ S¢ /(MTU-40)|. The embedded object size;, & generated according to
Table 6

Number of embedded objectsgiNModeled according tdable 6
HTTP1.1 mode

The opening and the closing of the TCP conneci®nst modelet
HTTP request size = 350 bytes

Requests for embedded objects are pipelined egllests are buffered together

2 This does not have much influence since in HTTRErEistent TCP connections are used to downlaadhfects (located at the same server) and
the objects are transferred serially over a sifi@® connection.

10
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MTU size = 1500 bytes
ACK size = 12 bytes

Every received TCP segment is acknowledged.

Table 6: HTTP Traffic Model Parameters

Component Distribution Parameters PDF
Mean = 9055 bytes| |f x > max or x < min, then
Std. dev. = 13265discard and re-generate a new
bytes value for X.
Main object| Truncated Mini 100 1 {_(lnx_ﬂ)Z}
i Inimum = fy = exp x2 (
size () Lognormal bytes X~ Dorox 002
Maximum = 100 ¢ =1.37, ¢ =8.35
Kbytes
Mean = 5958 bytes )
Std. dev. = 11376 f, = ! exp —(Inx—2,u) X2 (
bytes Vamox 20
Embedded Truncated =1.69 = 753
; i Minimum = 50| ¢ =+%% K= 1.
object size (§ | Lognormal bytes If x > max or x < min, then
_ B discard and re-generate a new
Maximum =100/ \5jy¢ for x.
Kbytes
f, = ik+l,ksx<m
X
Number of a=11k=2m=55
embedded Truncated Mean = 4.229 Note: Subtract k from the
objects per Pareto Max. = 53 generated random value [to
page (N) obtain Ny
If x > max, then discard and re-
generate a new value for x
Reading tim 2 M50
(Dea)l g tme Exponential Mean = 30 sec E
e A =0.033
Initial di :i as<x<b
t'nr:;ua Drea N9 Uniform Range [0, 10] s fx"b-a’ °777
ime (Dpe) a=0,b=10
Parsin tim =A _Axx>0
arsing  time Exponential Mean=0.13sec | fx "e "=
(Tp) A=769

3 Compressed TCP/IP header (5 bytes from 40 bytesHDLC framing and PPP overhead (7 bytes).

11
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Packet Arrival Model for HTTP

At the beginning of the simulation, call setup ésfprmed for all HTTP users. After that, the sintigia flow is described as follows:
Generate an initial reading timeg,0: Wait Dy, seconds.

Initiate the TCP window size W=1

Generate a request for the main page

Wait for the requests to go through the RL andhighe bases station (RL delay):

In case these are requests for embedded objedtsymtiball requests reach the base station.

Generate an Internet delay. Wait Dy seconds.

Generate random delays, which define the time msta when each of the TCP segment transmissioanipleted the FL. The
number of these instances is:

For the main page:
At the very beginning of the packet call: 1.

Afterwards: min(2n, #of outstanding TCP segment$b)) where n is the number of ACKs received in ldmt physical layer packet
(from the ste)

For embedded objects:

Ng _
At the very beginning of the transmission of emteztidbjects: min(Wz Neg).
i=1

Afterwards: min(2n, #of outstanding TCP segment$b)) where n is the number of ACKs received in ldmt physical layer packet
(from the step 9 a.i.

Every time instance of the completed TCP segmanstnission on FL generates an ACK on RL

Continue RL simulation — when ACK is generateduesdthe number of outstanding TCP packets by 1
Examine if the transmission of the very last TC&nsent of the HTTP object is completed:

If no:

Proceed with simulation until next ACK or a grolfncACKs within a single physical layer packetrartsmitted
Increase W:=W+n

Go to ste®

If yes, for main page:

Generate J(parsing time)

Generate requests for embedded objects

Continue RL simulation - transmit outstanding ACKfar the main page and accordingly increment W:s\Wer each group of n
ACKs transmitted, until requests for embedded dbjace generated

Go to ste®

If yes, for embedded objects:

Generate R (reading time)

Continue RL simulation - transmit outstanding ACKf@ the embedded objects

Go to ste when reading time expires or until all ACKs amnsmitted, whichever is longer.

* The initial reading time is defined differentlyofn subsequent reading times in order to ensureathBT TP users finish the reading time within a
limited period.

12
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2.2.3 Modeling of Forward Link Traffic when carrying out a Reverse Link only
simulation

HTTP requests and TCP ACKs come under this categiorig not known, what percentage of traffic wabile
acks and HTTP requests in a broadband systenssclikar that the size of the access page increagetime,
while ACK messages and HTTP requests remains the.sBherefore, we can expect that in the futuréesys,
the impact of AC K and HTTP requests will be neiplig compared to size of the data contents. Howeece
some traffic has to go through relay stations,atiditional delays introduced by this path may hawvempact
which needs further investigation. It may be pdssibat these delays can be modeled by analyzinglation
results of the reverse link.
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Appendices

Appendix A TCP Model {1}

TCP is used as the higher layer transport protogearious applications such as FTP and web braysin
Therefore, a TCP model is required to more acclyraspresent the distribution of TCP packets frdrase
applications. It is proposed that the TCP modsédun [1] be used. A description in [1] is prowddselow.

A.1 TCP Connection Set-up and Release Procedure

The TCP connection set-up and release protocols tiseee-way handshake mechanism as describedumeFi
6 and Figure 7. The connection set-up processsisritbed below:
1. The transmitter sends a 40-byte SYNC control seguee wait for ACK from remote server.
2. The receiver, after receiving the SYNC packet, semd0-byte SYNC/ACK control segment.
3. The transmitter, after receiving the SYNC/ACK caohtsegment starts TCP in slow-start mode (the AGI§ fs set in the
first TCP segment).

The procedure for releasing a TCP connection fslasvs:
1. The transmitter sets the FIN flag in the last TEBmsent sent.
2. The receiver, after receiving the last TCP segmetit FIN flag set, sends a 40-byte FIN/ACK control
segment.
3. The transmitter, after receiving the FIN/ACK segmégrminates the TCP session.

MS BS Router Server

SYNC

SYNC/ACK

ACK (sets ACK flag in the first TCP segment)

Data Transfer

FIN (sets FIN flag in the last TCP segment)

FIN/ACK

Figure 6: TCP connection establishment and releaddplink data transfer

14
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MS BS Router Server

SYNC

SYNC/ACK

ACK (sets ACK flag in the first TCP segment)

Data Transfer

FIN (sets FIN flag in the last TCP segment)

FIN/ACK

Figure 7: TCP connection establishment and release for Downlink data transfer

A.2 TCP slow start Model

The amount of outstanding data that can be sehbwufitreceiving an acknowledgement (ACK) is deteadin
by the minimum of the congestion window size of trensmitter and the receiver window size. Aftee t
connection establishment is completed, the trarffelata starts in slow-start mode with an initahgestion
window size of 1 segment. The congestion windawedases by one segment for each ACK packet recéied
the sender regardless of whether the packet ieabyrreceived or not, and regardless of whethempticket is
out of order or not. This results in exponentiawgh of the congestion window i.e. after n RTT®{Rd Trip
Times), the congestion window size [s egments

A.3 UL (Uplink) slow start model

This UL slow start process is illustrated in Figu8. The round-trip time in Figure 8y consists of two
components, see Table 7:

Tn =TutT
wheret, = the sum of the time taken by a TCP data segnoetnavel from the base station router to the server
plus the time taken by an ACK packet to travel fribwe server to the client; = the transmission time of a TCP
data segment over the access link from the cliernthé base station router, is further divided into two
componentst, = the time taken by a TCP data segment to traeeh fihe base station router to the server plus
the time taken by an ACK packet to travel from seever back to the base station router mxdthe time taken
by the ACK packet to travel from the base statimuter to the client.

15
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Access Link Connecting Link
Client BS Router Server

Tt 2 \
P

Trt

rt \\

19

AN

Figure 8: TCP Flow Control During Slow-Start; 1, = Transmission Time over the Access Link (UL); T =
Roundtrip Time

16
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Table 7 Delay components in the TCP model for the UL upload traffic

Delay component Symbol Value
The transmission time of a TCP data 1; mined by the access link througt
segment over the access link from the
client to the base station router.
The sum of the time taken by a TCP 1, Seel
data segment to travel from the base
station router to the server and the
time taken by an ACK packet to travel
from the server to the base station
router.
The time taken by a TCP ACK packet 15 Seel
to travel from the base station router
to the client.

A.4 DL (Downlink) slow start model

This DL slow start process is illustrated in Fig@eThe round-trip time in Figure 3, consists of two
components, see Table 8:

Tt =Tt T4
wherety = the sum of the time taken by an ACK packet tedldrom the client to the server and the time take
by a TCP data segment to travel from the servéngédase station router; = the transmission time of a TCP
data segment over the access link from the basersteouter to the clientry is further divided into two
componentsts = the time taken by a TCP ACK to travel from thedoatation router to the server plus the time
taken by a TCP packet to travel from the servekltadhe base station router angk the time taken by the
TCP packet to travel from the base station rowute¢hé client.
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Figure 9 TCP Flow Control During Slow-Start; T, = Transmission Time over the DL; 1, = Roundtrip
Time
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Table 8 Delay components in the TCP model for the DL traffic

Delay component Symbol Value
The transmission time of a TCP data 1,  mined by the access link througt
segment over the access link from the
base station router to the client.
The sum of the time taken by a TCP 15 Seel
ACK to travel from the base station
router to the server and the time taken
by TCP data packet to travel from the
server to the base station router.
The time taken by a TCP ACK to T4 Seel
travel from the client to the base
station router.

From Figure 8 and Figure 9, it can be observed, tthating the slow-start process, for every ACK pck
received by the sender two data segments are dedenad sent back to back. Thus, at the mobitestébase
station), after a packet is successfully transihjitteo segments arrive back-to-back after an iateny-1t, + T3 (
T4=T5+Tg). Based on this observation, the packet arrivat@ss at the mobile station for the upload ofeaidi
shown in Figure 10. It is described as follows:

1. LetS = size of the file in bytes. Compute the nemtif packets in the file, N[=S/(MTU-40)!. Let W = size
of the initial congestion window of TCP. The MTUsiis fixed at 1500 bytes

2. If N>W, then W packets are put into the queue fangmission; otherwise, all packets of the file jpwmé
into the queue for transmission in FIFO order. Bethe number of packets remaining to be transmitted
beside the W packets in the window. If P=0, gotép $

3. Wait until a packet of the file in the queue isgmitted over the access link

4. Schedule arrival of next two packets (or the lastket if P=1) of the file after the packet is swestelly
ACKed. If P=1, then P=0, else P=P-2

5. If P>0 go to step 3

6. End.
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S =size of file in bytes
N = CEIL(S/(MTU-40));
W = initial TCP window
size;

C = min(N,W);

A 4

Enqueue C packets for

transmission;
P=N-C;

no

P>07?

yes

End . .
Wait until a packet of

the file in the queue is
transmitted

y
t = current time;
Schedule arriv al of
min(P,2) next packets
of the file at the queug

at T=t+;

y

P =P - min(P,2)

Figure 10 Packet Arrival Process at the mobile station (base station) for the upload (download) of a
File Using TCP

20



2006-05-05 IEEE C802.16j-06/024r1

Appendix B Backhaul Network Modeling [2]

B.1 Network Delay model [2]

The one-way Internet packet delay is modeled usirshifted Gamma distributior8][ with the parameters shown in Table 9. The
packet delay is independent from packet to packet.

Table 9 Parameters for the shifted Gamma Distribution

Scale parameten| 1
Shape paramete8) 2.5
Probability density function (PDF) f (X/a)g—le%
X)=——"————
¥ all(B)
I'(.) is the gamma function
Mean af
Variance a’B
Shift See Table 10

Two values, 7.5ms and 107.5ms are used for the gdnidmeter in order to model the domestic routesthe
International routes respectively. The users’ eésuéire selected randomly at the time of drop whkh t
distribution shown in Table 10.

Table 10 Shift parameter for the Domestic and hagonal IP routes

IP Route Type Percentage of users | Shift parameter | Mean one-
way |P
packet delay
Domestic 80% 7.5ms 10ms
International 20% 107.5ms 110ms

B.2. Network Loss model
The transmission of IP packets between the baters(aerver) and the server (base station) israsdterror free.

Table 11 Internet Loss Model

IP packet error rate 0% (lossless packet transomgsi
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