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Introduction

In time-division duplexed (TDD) systems, uplink and downlink transmissions are time duplexed over the same frequency bandwidth. As a result, channel estimates on the uplink can be used by the base station on the donwlink to form beams that adapt to the users’ changing channel conditions. Multiple antennas at the base station can be used to create multiple simultaneous spatial channels over common frequency resources. Under  single-user (SU) MIMO, the spatial channels are allocated to a single user. Per-antenna rate control (PARC) is a SU MIMO technique that does not require channel knowledge at the transmitter. Closed-loop (CL) MIMO is a SU MIMO technique that uses channel knowledge to provide improved performance. Under multiuser (MU) MIMO, the spatial channels are allocated to multiple users. We describe a generalized MU-MIMO technique known as multiuser eigenmode transmission (MET) that allocates spatial channels to multiple users in a near-optimum manner. Under MET, the channels could be allocated to a single user, making this technique a generalization of CL-MIMO. As such, the flexibility of MET results in improved performance compared to CL-MIMO.   

Description of Multiuser Eigenmode Transmission (MET)

Downlink unicast MIMO transmission— where an array of M antennas transmits distinct information to K users, each with N antennas—is known in academia as the broadcast channel and has been of great theoretical interest recently. The capacity region for this channel has recently been shown to be achieved by an architecture based on dirty paper coding (DPC)[1], a  nonlinear technique that unfortunately has very high complexity and is impractical to implement.

A class of linear architectures based on zero-forcing (ZF) beamforming have emerged as an attractive alternative for balancing complexity and performance [2][3][4]. The architecture is implemented using conventional coding (for example, turbo codes) and simple linear beamforming whose weights are computed with knowledge of the channel phase and amplitude at the transmitter. For the simplest case of single receive antennas (N = 1), multiple beams simultaneously transmit, each to a single user. Each beam is weighted so that nulls (zeros) are forced in the direction of the other users; therefore the users experience no interbeam interference. ZF (for N = 1) exhibits optimal performance asymptotically as K grows without bound [2], and it provides a significant fraction of DPC capacity for a large range of finite K. 

We propose an architecture based on zero-forcing beamforming which we call multiuser eigenmode transmission  (MET) where the base station transmits one or more spatially multiplexed data streams to one or more users. MET requires channel knowledge of each user’s MIMO channel. It is a generalization of the SU-MIMO technique known as closed-loop MIMO (BLAST) [5] where transmission occurs over a user’s eigenmodes. 

For CL MIMO, since the transmitter knows the MIMO channel, it can compute its singular-value decomposition (SVD) and form a beam for each eigenmode using the right unitary matrix of the SVD. The receiver also knows the channel, computes the SVD, and uses the left unitary matrix for its receiver. Power allocation of the eigenmodes is performed at the transmitter using the conventional waterfilling algorithm. Because the eigenmodes are transmitted and received with unitary matrices, they are mutually orthogonal. 

MET is similar to CL MIMO in that it transmits on a user’s eigenmodes. However, it is more general since it is not restricted to serve a single user at a time. In a sense, MET eliminates the distinction between single-user and multiuser MIMO techniques because it dynamically decides on each TTI how many users to serve. It could transmit multiple streams to a single user, a single stream to multiple users, or multiple streams to multiple users. Because the channels of all users are assumed to be known at the transmitter, the eigenmodes beamformed to different users are weighted using a zero-forcing criterion so they are mutually orthogonal. In other words, a given user receives no interference from any eigenmodes destined for other users. Groups of eigenmodes among users are mutually orthogonal due to zero-forcing; however, eigenmodes for a given user are mutually orthogonal due to the SVD. In general, the number of orthogonal beams that can be formed is no more than the number of transmit antennas M.  On the other hand, the number of eigenmodes per user is no more than min(M, N). These limits are for a given band; therefore for the general multiband (OFDM) case with F bands (resource blocks), these limits become FM and  min(FM, FN), respectively. 

The zero-forcing effect applies only when the channels are known exactly. In practice, there will be residual interference, but more robust techniques could be developed that account for channel mismatch. Channel estimates at the base station could be obtained via uplink feedback in FDD systems or estimated directly in TDD systems. Because of the coupling among the users’ eigenmodes in order to achieve zero-forcing, a user’s MET receiver is a function not only of its MIMO channel, but of others too. Therefore additional overhead signaling is required to convey the receiver coefficients. The results throughout this contribution assume perfect channel knowledge.    

Performance results: Theoretical comparison

As mentioned earlier, the class of zero-forcing beamforming systems has been shown to be asymptotically optimum for a given M and N, as the number of users per sector K increases without bound. For practical values of K, MET achieves a significant fraction of the capacity-achieving DPC performance. Figure 2 shows the average sum rate of DPC and MET for M = 4, K = 20, N = 4, F = 1. The average SNR of all K users is fixed, and the sum rate is averaged over IID realizations of the users’ MIMO channels. The MIMO channels are assumed to be spatially uncorrelated, and we have assumed perfect channel knowledge for both systems. To achieve the same average sum rate, MET requires only about 2dB higher SNR than DPC. 
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Figure 2. Average sum rate of capacity-achieving DPC and MET, M = 4, K = 20, N = 4, F = 1.

Performance results: System simulations

Using system simulation parameters consistent with typical wideband cellular systems, we compare the performance of SU-MIMO with PARC, SU-MIMO with closed-loop MIMO, and MET. We assume there are K = 20 uniformly distributed users in the sector of the hexagonal cell considered, where each cell has 3 120-degree sectors.  Surrounding base stations are assumed to transmit with full power at all times, and spatial interference is assumed to be white. We consider two antenna architectures: a baseline with M = 2 and N = 2, and an enhanced system with M  = 4 and N = 4. All systems assume ideal channel knowledge at the transmitter and receivers. We assume a 5MHz bandwidth with F = 8 frequency resource blocks with localized subcarriers and 375KHz bandwidth per block. The simulation assumptions are summarized in Table 1. 

For the SU-MIMO architectures, we assume that on each TTI, the base station transmits to a single user. For PARC, the best set of transmit antennas and MCS per antenna is chosen on each TTI, where the MCS are taken from Table 1. PARC does not require channel knowledge at the transmitter; it only requires CQI feedback per stream. On the other hand, CL-MIMO requires channel knowledge at the transmitter, and waterfilling is used to determine the ideal power allocation among the M eigenmodes. The received SINR per mode is then mapped to the highest achievable rate according to the MCSs in Table 1. This procedure is also used for obtaining the MET eigenmode rates.   

	Traffic and Mobility Models

	User distribution
	Uniform

	Terminal speed
	3 km/h 

	Data generation
	Full buffer

	Radio Network Models

	Distance dependent path loss
	L = 15.3+20+37.6(log(d), d = distance in meters

	Shadow fading
	Log-normal, 8dB standard deviation

	Multipath fading
	SCM Suburban Macro

	Cell layout
	Hexagonal grid, 3-sector sites, 57 sectors in total

	Inter-Site Distance 
	1732m

	General System Models 

	Spectrum allocation
	5MHz 

	Base station power 
	20W 

	Max antenna gain
	14dBi

	Modulation and coding schemes
	QPSK, 16QAM, and 64QAM,  turbo codes, rates 0.1, 0.14, 0.2, 0.25, 0.33, 0.4, 0.5, 0.6, 0.67, 0.75, 0.8, 0.89

	Channel estimation
	Ideal  

	Channel quality estimation
	Instant, error-free feedback

	Reuse
	Uncoordinated reuse 1

	Users per sector (K)
	20

	E-UTRA Characteristics

	Overhead
	2/7 = 29% (5 symbols from total 7 symbols per 0.5ms subframe available for data )

	Transmission scheme
	PARC SU-MIMO, Closed-loop SU-MIMO, Multiuser eigenmode transmission (MET) MU-MIMO 

	Receiver
	Space-time MMSE for PARC, Linear receiver for CL and MET

	Scheduler
	Proportional fair for PARC and CL; Greedy algorithm for MET 

	Link adaptation
	per TTI, no HARQ



Table 1: System simulation assumptions.

Figure 3 shows the CDF of the base station throughput for the three system architectures and two antenna options. Using the notation (M,N) for M transmit antennas and N receive antennas, we notice that for (2,2) the gains of the CL-MIMO over PARC are modest, indicating modest marginal gains due to channel knowledge at the transmitter. MET gains over CL-MIMO are likewise minimal indicating that the option of spatial multiplexing between users provides minimal gains when the degrees of freedom are few. On the other hand for (4,4), the performance gains from PARC to CL-MIMO and CL-MIMO to MET are more significant. We have observed that MET typically transmits only one eigenmode per user because with large K, there are likely to be M quasi-orthogonal modes among the users. Therefore with MET, high base station throughput can be achieved without implementing complex SU-MIMO receivers at the terminal. Figure 4 shows the CDF of the user rate averaged over the Rayleigh fading for a given drop. The relative performance among the systems is similar to that in Figure 3. 

Using (2,2) PARC as a baseline, we give the gains of the (4,4) system for various performance metrics in Table 2. 

	
	(4,4) 
CL-MIMO 
	(4,4) MET 

	Base throughput, mean
	2.4
	2.7

	Base throughput, peak 
	2.2
	2.2

	Base throughput, edge
	2.7
	3.0

	User throughput, mean
	2.4
	2.7

	User throughput, peak
	2.2
	2.4

	User throughput, edge
	2.7
	4.0


Table 2. Relative gains over (2,2) PARC
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Figure 3. CDF of base station throughput, K = 20
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Figure 4. CDF of average rate per user, K = 20

Conclusions 

MET is a member of the class of zero-forcing type beamformers which has been shown to achieve asymptotic optimality compared to the capacity-achieving technique based on dirty paper coding. It is shown to achieve a significant fraction of DPC sum rate under non-asymptotic conditions and is shown to provide additional performance gains over ideal CL-MIMO using system simulations. The suggested MET technique is particularly attractive for TDD systems where channel knowledge would be available at the transmitter due to channel reciprocity.
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Appendix: Detailed description of MET

We consider a multiband, multiantenna downlink channel model where each band f (f = 1,….,F) is modeled as a MIMO Gaussian broadcast channel. K users, each equipped with N receive antennas, request service from the transmitter which has M antennas. In the context of a wideband OFDM system, we assume that F is the number of frequency resource blocks so that in 5MHz bandwidth, there are F= 8 resource blocks of bandwidth 375KHz each. We assume each resource block is a contiguous cluster of 25 subcarriers. 

A block diagram of the overall MET architecture is given in Figure 1. On each TTI, the scheduler determines a set S of users assigned to receive data, and for each user 
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, it also determines the set of transmitted eigenmodes 
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 on each band f = 1,…,F . The scheduler chooses these sets, collectively represented by T, to maximize the weighted sum rate metric on each TTI, where weights are computed by a higher layer a function that considers quality of service metrics for each user such as minimum delay, average achieved rate, and data queue size. The scheduler consists of two nested loops where the inner loop computes the weighted sum rate for a given allocation T, and where the outer loop maximizes among choices of T.  We first describe obtaining the transmitter and receiver structure for inner loop. Then we describe the greedy algorithm used in the outer loop.
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denote the set of bands for user k on which at least one eigenmode  is transmitted, and we let 
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. User 1 receives a total of 7 eigenmodes on 2 bands while user 2 receives only 1 eigenmode. With M antennas, similar to the SU-MIMO case, there are enough degrees of freedom to transmit at most min(M,N) eigenmodes per band, so 
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for f = 1,…,F. The data for a chosen user 
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 is demultiplexed into 
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 substreams, each of which are coded, interleaved, and modulated (represented by CIM in Figure 1). The modulated symbol 
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-dimensional vector. This symbol vector is distributed across the M antennas by multiplying it with 
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  beamforming matrix which is derived in the appendix. Note that in Figure 1, it is assumed that for both users, 
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The complex baseband received signal by the kth user on band f is an N-dimensional vector
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where 
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is the kth user's MIMO channel matrix (where we have assumed flat fading over each band f),  and 
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is the complex additive white Gaussian noise at the kth user on band f which accounts for intercell and intersector interference. We assume that all of the user’s MIMO channels over all bands are known at the transmitter. The received signal is demodulated by multiplying 
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-by-N matrix (derived in the appendix), resulting in an estimate of the symbol 
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. The symbols are decoded and the 
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 streams are multiplexed together to yield the data stream for user k.  
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Figure 1. Multiuser Eigenmode Transmission block diagram

Because the transmit beamformer and receiver matrices operate in each band independently, we simplify the notation by dropping the subscript f  from the transmitted signal x, the MIMO channel matrices Hk, and the eigenmode index set Ek. The derivation of the MET transmitter and receiver for a given choice of user and eigenmode assignments is described in [4]. We briefly describe it here for completeness. The channel of the kth user can be decomposed using the singular value decomposition (SVD) as 
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where 
[image: image36.wmf]k

y

 is the received signal given by 
(1)

,  GOTOBUTTON ZEqnNum724583  \* MERGEFORMAT  is the processed noise, and 
[image: image38.wmf],1,1,||,||

...

kk

H

kkkkEkE

éù

=SS

ëû

Γvv

 is a 
[image: image39.wmf]k

EM

´

matrix. By defining

 

[image: image40.wmf]111||

......

H

HHHH

kkkS

-+

éù

=

ëû

H

ΓΓΓΓ

%

 ,
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The kth user’s precoder matrix is given by 
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We perform an SVD 
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subject to 
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So finding the optimum transmit powers 
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For a given TTI, the scheduler’s outer loop must determine the scheduled set T for maximizing the overall weighted sum rate: 
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For a conventional single-band SISO system with proportional fair scheduling, the kth user’s QoS weight 
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 would require a brute force search over all possible allocations of 1, 2,…, min(M,KN) eigenmodes per band. Hence the total number of sets to consider is
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For example, with M = 4, K = 10, N = 4, F = 8, the number of sets is on the order of 
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. Because a brute force search would be infeasible, we propose a suboptimum but efficient greedy algorithm for determining T. This algorithm is an extension of the algorithm given in [6] for the special case of N = 1, F = 1. We start by picking the single best eigenmode among all users and bands and compute the resulting weighted rate. Keeping this eigenmode, we choose a second eigenmode from the remainder and find the best one which maximizes the weighted sum rate. If this rate is greater than the rate for only the first mode, then keep this second eigenmode and continue by looking for the next eigenmode. Otherwise, we revert back to a single eigenmode and stop the search algorithm. 
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