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Motivation and Targets

Deployment and operation of radio access networks becomes more and more an increasingly complex and cost extensive task for installation, maintenance and optimization of network nodes. At first, a large quantity of sensitive radio access network configuration parameters have to be configured to initialize radio base stations with a basic start-up configuration which allows switching the node into operational mode. Secondly, in operational mode, various optimizations have to be carried out for achieving acceptable Quality of Service and good network efficiency. Both tasks are nowadays supported by network management tools but require a high degree of human interaction and intervention. Moreover, especially the latter task requires a high expertise of experienced operators for interpretation of system performance, performance indicators and measurements. The targets of this document are first to propose mechanisms to simplify and improve radio access network configuration and optimisation, second to identify objects, which need standardisation effort for introduction of such mechanisms, and third to highlight specific scenarios, where such mechanisms are strongly required or recommended.

Approach

Requirement for 4G mobile radio networks and target of this contribution is to drive standardization and introduction of innovative, so-called self-x methods into radio access networks, namely self-configuration and self-optimization. Fig. 1 shows the transition from conventional to self-x driven radio access network configuration. Goal is first to reduce OPEX by minimizing manual interaction for initial node configuration, i.e., to realize true plug and play at node installation and for set-up of new cells. Furthermore, fast reconfiguration in failure cases e.g. for compensation in case of cell outage is required.
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Fig. 1: Comparison of conventional radio network configuration and self-x

Second goal is to improve network efficiency by optimizing radio coverage, cell capacity, throughput and Quality of Service. The approach is here to introduce automated optimization processes which 
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Fig. 2: Interaction between manual intervention, self configuration and self-optimization

are running under operator surveillance or even which are running autonomously and continuously. Fig. 2 shows the inter-working between manual intervention, self configuration and self-optimization. 

Architecture and standardization aspects

Self-x methods shall apply to public access, office and home deployment scenarios of 4G networks. Self-x solutions have to adapt to specific O&M architectures in that deployment scenarios. 

For the public access, self-x functionality and self-x support functions are required in the radio network nodes and the Operation and Maintenance Centre (OMC). Fig. 3 stresses the importance of standardisation activities on that topic and shows network nodes and the Mobile Station (MS) , which might be involved to support or execute self-x mechanisms. Means for control and supervision of the self-x process, e.g. for defining specific radio network optimization strategies, have to be perfromed from OMC. For example, the OMC could download new optimization strategies to the Base Station (BS). In the opposite direction the BS can send status reports, which for example could give information about the deviation between optimization target and current optimization state. The interface between network element managers and radio network nodes is tailored to the specific network node implementation in order to achieve highest optimization efficiency. Multi-vendor capability is achieved via OMC northbound interfaces. Specific measurements have to be standardized in order to support self-x functionality. The BSs must exchange measurement reports to pass information e.g. about load information, used frequencies etc. to the neighbour BSs. Especially MS based measurements are required for replacement of cost extensive drive tests and for enabling of an improved radio network performance analysis as basis for a most effective self-optimization. Fig.3 shows exemplarily a special measurement request sent from BS to MS required to execute an optimisation procedure in the BS. Besides currently available information in MS measurement reports also new information like, for example, location data from available navigation satellite receivers can be used for self-optimization procedures. The signaling of such new information elements must be standardised.
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Fig. 3: Example of network architecture with interfaces and potential messages between network nodes and MS, which need standardisation effort for introduction of self-x mechanisms

The self-x architectures for the office and home deployment scenarios are ffs.

Radio network self-configuration

Add site / add cell scenarios and failure recovery:

Self-configuration scenarios are on one side the add site / add cell scenarios where the initial configuration of radio parameters has to be carried out. On the other side, self-configuration solutions will apply in failure cases in combination with fast failure detection mechanisms and provide automated failure recovery or compensation mechanisms e.g. in cell outage cases. 

Self-configuration could be based on predefined radio configuration parameter sets available within OMC (network element manager), on cell / site specific data generated by planning tools during cell and radio network planning and also on cell load forecasts (for interference coordination). Combining these configuration data and further adaptation of the radio parameters to the actual topology and neighborhood of the new cells as well as the subsequent deployment of this initial configuration to the network node shall be carried out by an automated self-configuration process in a plug and play manner. This includes also reconfiguration of mutually depending configuration parameters of the neighborhood cells and nodes. Self-configuration covers e.g.

· assignment of radio resources like frequency bands, sub-tone blocks including interference coordination, physical channel parameters, power settings 

· assignment of required identifiers

· handover parameters like thresholds, timers and hysteresis

· RRM parameters

The initial configuration of radio parameters has to assure an acceptable Quality of Service when entering operational mode. 

Set-up of neighbor relations in the Radio Access Network
A further main task of self-configuration is the set-up of neighbor relations. Neighborhood information is basically required for radio resource management (enabling or disabling handover relations between pairs of cells) and especially also for self-configuration and self-optimization of radio access networks, e.g. for coverage optimization and interference coordination. Neighbor relations between cells and nodes of different radio access technologies in heterogeneous networks are also considered.  

On installation of a new cell / site an initial neighbor list for the new cell / site is deduced from existing data base information reflecting the previous configuration and topology in the vicinity of the new cell / site. Additionally, an update of the neighbor lists within neighbor nodes has to be carried out.

The updated neighborhood relations are stored 

· in the node the new cell(s) belongs to, 

· in the neighboring nodes/cells, 

· in OMC databases.

Accordingly, an update of neighbor lists by removal of neighbor relations is carried out in case of removal of a cell and in case of cell outage e.g. due to a hardware failure. The latter case is detected by alarms or by analysis of measurements / key performance indicators.

Radio network self-optimization

Self-optimization scenarios can comprise both, continuously running optimization processes and manually triggered optimization campaigns with configurable optimization targets. Self-optimization will address radio parameter and neighbor list optimization e.g. for dynamic interference coordination, coverage and cell throughput optimization, load balancing and HO optimization. For some use cases the scope for optimization includes both, radio technology specific and inter-radio technology aspects for the case of heterogeneous mobile networks.

The self-optimization scenario consists of several optimization tasks described below in more detail. 

Coverage optimization:

Areas of insufficient coverage within a cell shall be detected by analysis of MS measurements (e.g. received power versus interference level) combined with MS location information and by analysis of key performance indicators as e.g. call drops and handover failures. Analysis of measurements and key performance indicators can be carried out either periodically or manually triggered. On indication of coverage problems optimization will be carried out. 

Corrective actions for compensation of insufficient coverage are 

· varying of power settings 

· varying of vertical antenna tilt (if available by remote control) 

· varying lateral antenna direction (if available by remote control)

Optimization will take place for the affected cell and, if required, for related neighbor cells. Surveillance of the coverage optimization process including approval and deployment of the optimized parameter set is ffs. 

Constraints for the optimization are given by the maximum tolerable interference to neighbor cells. These constraints have to be taken into account by the coverage optimization algorithm. 

Interference coordination and interference optimization

Inter-cell interference shall be kept below an acceptable level which avoids radio link and handover failures in cell overlap areas. Moreover, static and dynamic interference coordination shall apply a scheme which actively re-distributes radio resources in order to reduce interference for mobiles being located in the outer part of a cell and which increases the overall cell throughput. An optimization w.r.t. interference reduction can be required after deployment of new cells, reassignment/modification of radio resources between cells e.g. for adaptation to the load situation, after modification of antenna orientation or for continuously controlling the dynamic interference coordination.       

Inter-cell interference has to be monitored and localized by measuring interference levels combined with analysis of signal reception level and MS location data. Interference optimization is triggered when measurements indicate a too small signal to interference margin, by an increased rate of radio link and handover failure rates which could indicate interference problems or manually.   

The optimization procedure adapts 

· power settings (including power reduced resource blocks for interference coordination)

· antenna tilt (if available by remote control) 

· lateral antenna direction (if available by remote control)

· assignment of physical resource blocks and power restriction settings for interference coordination,

and deploys the optimized parameter set to related cells and nodes. Surveillance of the interference optimization process and approval of updated parameter set before activation is ffs.

Constraints to the interference optimization algorithms are given by maintaining the coverage in the overlap area between cells to avoid an increase of call drops and handover failures. 

Handover optimization

Target is to minimize handover failure rates and to avoid so-called ping pong handover for intra RAT handovers as well as for inter RAT (inter technology) handovers. Analysis of key performance indicators and measurements (e.g. handover failure rates per handover cause, number of discarded PDUs during handover, visit time distribution of target cell, signal and interference measurements and MS location information) will lead to the identification whether and between which cells an increased handover failure rate with potential for optimization exists. This analysis is carried out periodically or can be triggered manually. 

The optimization procedure adapts the handover parameters for the related cells, namely 

· handover thresholds,

· hysteresis values,

· timers,

deploys the optimized parameter set to the related network nodes and initiates a synchronized activation of the updated parameters. Surveillance of the handover parameter optimization process and approval of updated parameter set is ffs. 

Inter-technology handover between cells and nodes of different radio access technologies in heterogeneous networks are also considered. Constraints for the handover parameter optimization are given by avoidance of unneeded handovers which lead to too short target cell visit times and to so-called ping pong effects.

Load balancing

The load between adjacent cells and nodes shall be balanced. The target is to optimize the overall throughput by avoiding overload situations revealing an increased blocking rate and insufficient provisioning of ongoing sessions w.r.t. expected Quality of Service.  

The load situation of a cell/node is measured in terms of the usage degree of radio specific resources w.r.t. their available and acceptable limits. Cell load is to a large extend radio technology specific. Examples are the total transmit power, the total received power and interference in a cell and the cell throughput in downlink and uplink per Quality of Service class. Overload within a cell is indicated by increased blocking and handover failure rates. 

Load balancing will be achieved by 

· modification of handover parameters (e.g. handover thresholds and hysteresis) and tuning of further load balancing relevant parameters. This leads to intra-frequency handovers, handover between cells being part of a hierarchical cell structure or by inter-technology handover from heavily to less loaded cells

· redistribution of radio resources between cells leading to a relative decrease of the overload in related cells

The optimization procedure adapts the handover and load descriptive parameters, deploys the optimized parameter set to the related network nodes and initiates a synchronized activation of the updated parameters. Surveillance of the handover parameter optimization process and approval of updated parameter set before activation is ffs. 

The load balancing algorithm has to prevent so-called ping pong effects and must assure the handover success rate.

Optimization of neighbor relations in the Radio Access Network:

Neighborhood information is basically required for radio resource management (enabling or disabling handover between pairs of cells) but especially also for self-configuration and self-optimization of radio access networks, e.g. for coverage optimization and interference coordination. 

An optimization of the neighbor lists by adding or removing of neighbor relations is required during runtime because the initial configuration often does not reflect real topological situation. Optimization of the neighborhood relations is based on MS measurements (partly in combination with location information from the MS), network side based measurements and by analysis of performance indicators like call drops and handover failures. This comprises also neighbor relations between cells and nodes of different radio access technologies in heterogeneous networks.

The self-optimization of neighbor relations is carried out periodically or manually triggered. Surveillance of the neighborhood relation optimization process and approval of updated parameter set is ffs.

The updated neighborhood relations are stored 

· in the node the new cell(s) belongs to, 

· in the neighboring nodes/cells, 

· in OMC databases.

Set-up of additional black and white lists shall allow preventing the update of the neighbor list by overruling if local singularities lead to wrong or unfavorable neighbor relations or if policies give some constraints.
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