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Introduction
Relaying is viewed as a key feature for the next generation wireless systems by WINNER[1] and IEEE 802.16J, due to its advantages, such as extending the coverage area of one Base Station (BS),  increasing the capacity of one BS, and covering dead spots. Another important reason for using relaying in the next generation system is its cost efficiency and flexibility in deployment.

However, the increase in capacity of cellular systems by using relaying is not enough to meet the capacity requirement in hot spots or some high user density areas. To further improve capacity, it is necessary to build smarter and more reliable network deployment than to use Relay Stations (RS). We recommend that it should be feasible to connect BS and its RSs via fibers or other high speed lines in high user density areas. The RS connecting with BS via high speed lines is called Node A (N.A) in this text, and the proposed system is called Distributed Nodes Cellular Systems (DNCS). 

In fact, DNCS is the extension of distributed antenna systems (DAS), which have been widely implemented in state-of-the art cellular communication systems to cover dead spots. Recent academic studies have shown that in addition to coverage improvements, DAS can also have potential advantages such as reduced power and increased system capacity in a single/multiple cell environment[2-4]. It has been shown that DAS reduces inter-cell interference in a multi-cell environment and hence significantly improves system throughput (by about 2x), with particularly large improvements for users near cell boundaries.
With the development of Radio over Fiber (RoF), it is practical and affordable to build DNCS in hot spots.

System description of DNCS

In DNCS, the access establishment in each cell develops from a single central BS to a star-topology including a central BS and several distributed nodes (Node A). Therein, the BS and each Node A are connected via dedicated wires, fiber optics, or an exclusive RF link, as showed in Fig. 1. 
One or more antennas are equipped at the BS and each Node A, each antenna with a RF module. Considering a special case that all these antennas are omni-directional and BS and Node A both cover a circle with a certain radius. In this way, the cells are covered seamlessly by the deployment of Node A and BS, as shown in Fig. 2 [3]. Therein, the large dash circle represents a cell, and the small solid circle represents the coverage areas of BS or Node A. Obviously, the overlapped area in DNCS is smaller than in the conventional cellular system, which is beneficial to reduce the inter-cell interference. Actually, the sectoring can also be supported in each Node A by the partial-directional antennas.
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Fig. 1. Development from a conventional cell to a DNCS cell


[image: image2.wmf]
Fig. 2. Seamless coverage in DNCS

According to the supported function of BS, DNCS can operate in two modes: Node A self-operation mode and Node A cooperation mode. In the first mode, each node A works individual, serving the users in its covered area. In this case, deemed by the users, each Node A works like a smaller cell, with the same access control and handover as in conventional cellular systems. In the second mode, the control information and channel information are shared among Node A, and the whole access control and resource management is processed centrally at BS. In this case, among multiple Node A, the functions of power allocation, joint transmit and receive processing, and interference avoidance can be supported.

In DNCS, the following features should be highlighted.

1) To keep the backward compatibility with the 3rd generation systems and WiMAX systems, the DNCS BS should be designed the same as the conventional BS in RF modules and high-level protocols, and be deployed according to the same methodology. This means that it is possible to use the same procedures, such as broadcast, measurement, and handover, in DNCS as in conventional cellular systems. The interfaces for the high layers in the protocol stack remain the same as the conventional cellular systems. Besides, the procedures of the served users, such as access control and data, remain, either. In other words, in DNCS the adjustment is limited within the low layer including PHY and MAC, and is limited in the function of BS and Node A. This guarantees the feasibility of DNCS in the existing cellular network.

2) Node A acts as a remote RF end and may be equipped with one or more antennas. To allow for efficient and flexible deployment, Node A may operate at a lower-power and be mounted at a lower-height position, compared with in the conventional BS.  The Node A in each cell is designed and operated jointly, but the processing among different cells is independent. This makes the intra-cell cooperation feasible and the inter-cell cooperation unnecessary.

3) The main purpose of using Node A is to boost the practical throughput of each cell in high user density areas. Therefore, DNCS can be alone employed to set up wireless network as showed in Fig. 3, and can also be combined with traditional cells to set up wireless network as showed in Fig.4.
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Figure 3: An example of only 1-tier wireless network using pure DNCS
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Figure 4: An example of only 1-tier wireless network combining traditional cells with DNCS

The operation of DNCS requires some system conditions. First, within each cell, the BS and all Node A should be synchronous basically if the Node A cooperation is allowable. Second, the channel state information (CSI) should be measured by each Node A. 

DNCS is helpful to satisfy the functional requirements in IEEE 802.16m Requirements.

(1) Peak Data Rate: Besides the traditional approaches that are used to provide high data rate, such as modulation, coding, scheduling and multiplexing, DNCS can provide more factors that help to increase the practical data rate. On the one hand, the access distance is reduced between the user and nearest Node A, thus the pathloss of the channel is reduced, and the necessary transmit power is decreased with the same signal power and signal-to-noise ratio (SNR) at the receive antenna. On the other hand, due to the lower transmit powers, the inter-cell interferences are reduced greatly. Both these two factors are beneficial to improve the peak data rate in DNCS.

(2) Radio Resource Management: In the OFDMA-based transferring, the radio resource management in DNCS is compatible with the conventional cellular systems. In each cell, the frequency tones are allocated either in whole or by each individual Node A. In this way, it would be more flexible and effective to support functions such as priority and preemption, and to support regional regulatory needs.

DNCS is helpful to satisfy the performance requirements in IEEE 802.16m Requirements.

(1) User throughput: DNCS can improve the average user throughput and the 95% (i.e., the last 5%) users’ throughput at the same time. The reduced pathloss of channels intuitively leads to the improvement of the average user throughput. The reduced inter-cell interference leads to the improvement of the 95% (i.e., the last 5%) users’ throughput.

(2) Spectrum efficiency: Similar to cell-splitting, the spectrum efficiency within a certain area is improved by the frequency reuse among Node A.

(3) Coverage: Distributed Node A can provide the same coverage with less transmit power, thus the inter-cell interference is reduced. In addition, the overlapping area between two neighbor cells is reduced.

If some smarter operations among Node A are allowable in DNCS, such as power allocation, joint transmit and receive processing, and interference avoidance, the throughput of cells would be further improved. The cooperation of Node A provides transmit diversity, which can help to mitigate the spatial link fading and reduce the correlation among the multi-antennas channels. Thus, DNCS can achieve higher spectral efficiency at a reasonable complexity. In addition, by the more delicate scheduling, the capability of interference avoidance within a cell and among cells can further strengthen. 
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