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Adaptive DRX Scheme for Optimal Power Saving 
Weili Ren, Yuefeng Zhou

1. Introduction 

Beyond 3G mobile networks, such as 3GPP LTE and IEEE 802.16m, will be packet centric system where packet arrivals are in general bursty and discontinuous so that power saving from sleep mode operation could be significant. It is also anticipated that Mobile Station (MS) will stay in connection with serving Base Station (BS) relatively long in these future mobile systems, so efficient sleep mode operation for the MS in connection state is particularly important.

It is required in the Project 802.16m System Requirement Document [1] that IEEE 802.16m shall provide support for enhanced power saving functionality to help reduce power consumption further (compared to legacy 16e) in devices for all services and applications. The contribution is focused on power saving enhancement for Sleep Mode. The proposed Sleep Mode enhancement shall be able to well balance the required power saving performance and the tolerated packet latency based on QoS of services, and be able to adjust operation parameters adaptively according to the MS activity level.
2. Sleep Mode in 802.16
Three power saving schemes are defined for Sleep Mode in the legacy 16e: power saving class type I for connections of BE and NRT-VR type; power saving class type II for connections of UGS and RT-VR type; and power saving class type III for multicast connections as well as for management operations. In Type I, sleep windows are interleaved with listening windows of fixed duration. Each next sleep window is twice the size of the previous one until reaching specified upper limit. When traffic comes to the MS in DL, the MS exits Sleep Mode in next available window (indicated by MOB_TRF-IND) and enters normal operation. When traffic comes to the MS in UL, it exits Sleep Mode straightway by CDMA-based BR procedure. In Type II, all sleep windows are of the same size. Sleep windows are interleaved with listening windows of fixed duration. The MS exits Sleep Mode when it needs or instructed by the BS.
For Type I and II, the definition of sleep and listening windows and the activation of Sleep Mode are done by sending MAC messages: MS initiated - MOB_SLP-REQ or BR and UL Sleep Control; BS initiated - MOB_SLP-RSP or DL Sleep Control Extended Subheader. The deactivation of Sleep Mode is done by BS sending MOB_TRF-IND with positive indication. Alternatively MAC message RNG-REQ can also be used to define, activate and deactivate Sleep Mode as well. In Type III, signalling methods for definition and activation of sleep window are the same as Type I and II. However, deactivation of Sleep Mode occurs automatically at the end of a sleep window, i.e. one sleep window needs one definition/activation.

Apparently, power saving operation was designed in favour of packet latency not power saving performance in Sleep Mode. The definition, activation, deactivation and reactivation of discontinuous reception (DRX) are all signalling-driven. A lot signalling overhead would be invoked if power saving configuration wants to adapt to changing of MS traffic pattern and activity level.
3. Proposed Scheme
There are two conflicting requirements for power saving operation: large sleep interval for better power saving performance and small sleep interval for reduced packet latency. An optimal power saving scheme should well balance these two requirements by adaptively adjusting power saving parameters according to arrival pattern of data packets, meanwhile avoid introducing signalling overhead.
When DRX cycle (sleep window + awake window) is set to be x, statistically packet latency between packet arrival and packet transmission equals x/2. The MS wakes up at start of each DRX period. If the BS has no buffered data for the MS, the MS goes back to sleep after a minimum awake time. If the BS has buffered data for it, the MS keeps awake to receive the buffered data. When the BS finishes transmitting buffered data before start of next DRX period, the MS can go back to sleep to maximise power saving. Transmission completion can be indicated by a timer expiration or explicit indicator in the last transmitted PDU. While the DRX period is fixed, the awake window is varying in length depending on how many data were buffered for the MS.

Transmission of buffered data to the MS does not automatically get the MS out of Sleep Mode since one should not simply assume that when data comes it always comes in long bursts that need the MS to quickly receive in normal mode. As a simple example, one web page may consist of data from several servers. In this case, the required delivery time of each component of that web page will be quite different. Even if the web page comes from one server, different part of the page may experience different transfer time because of different routing path or network congestion. Though the total transmission time will be short compared to the DRX cycle, the transmission itself may not be continuous and has gaps. On the other hand, when a lot data were buffered during previous sleep window, the MS may not have chance to go back to sleep before start of next DRX period. In this case the BS may continue transmitting data across DRX boundaries. Alternatively, it can be defined as a trigger for the MS to exit Sleep Mode.
The proposal suggests that DRX cycle is adaptively and autonomously adjusted in the MS and BS according to arrival pattern of data packets, without explicit MAC signalling. The adjustment is triggered by two counters in the MS and BS that track MS activity level. One counter counts consecutive DRX periods, during which data are transmitted from the BS to MS. The other counter counts consecutive DRX periods, during which no data is transmitted. When one of the counters reaches the trigger threshold, DRX cycle is extended or reduced in the MS and BS. Since the BS and MS have the exactly same knowledge of data transmission between them, they extend or reduce DRX cycle in conformity, with no need of explicit MAC signalling. When a traffic connection is added, modified or released, the trigger thresholds and other power saving parameters are configured or reconfigured by the BS according to QoS of the established connections.

3.1 Autonomous DRX adjustment
Autonomous DRX cycle extension is illustrated in Figure 1, where counters C1MS and C1BS reside in the MS and BS respectively. When they count to N, it means that the MS has not received any data from the BS for N DRX cycles consecutively. It indicates that the current DRX cycle may be smaller than it should be, and needs to be extended.
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Figure 1 Illustration of extending DRX cycle

Autonomous DRX cycle reduction is illustrated in Figure 2. When counters C2MS and C2BS reach M, it means that the MS has received some data from the BS for M DRX cycles consecutively. It indicates that the current DRX cycle may be larger than it can be, and should be reduced. 
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Figure 2 Illustration of reducing DRX cycle 

3.2 Triggering criteria for DRX adjustment
N and M consist of triggering criteria for extending or reducing DRX cycle. Choice of the values is trade-off between power saving performance and packet latency requirement. The shorter delay the services QoS requires, the larger N and the smaller M are to be chosen; the longer delay the services can tolerate, the smaller N and the larger M are to be chosen. Counters C1MS and C2MS in the MS (C1BS and C2BS in the BS) work together to ensure DRX setting to keep up with the change of MS activity level.
Each established connection may have different packet arrival pattern and variation range of activity level according to the service type. Some service types have a large variation range of activity level such as web-browsing, while the other service types have a small variation range of or even constant activity level such as VoIP. Therefore different connection may need a pair of DRXmin and DRXmax differently to indicate a different variation range. In the extreme case of VoIP, DRXmin = DRXmax = 20, 40 or 80 ms depending on the adopted codec and N = M = (.

3.3 Entering idle mode or going back to normal mode
At one end, when DRX cycle has reached DRXmax, but counters C1MS and C1BS keep getting bigger, exceeding threshold NIdle, it means that the MS is experiencing a long enough inactive period and it is the time for the MS to enter idle state. 

At the other end, when DRX cycle has reached DRXmin, but counters C2MS and C2BS keep getting bigger, exceeding threshold Nnormal, it indicates that it is the time for the MS to go back to normal mode.

3.4 Robustness of DRX adjustment without explicit signalling
The scheme does not need explicit signalling for adaptive DRX cycle adjustment, since the MS and BS have the exactly same knowledge of data transfer that has just happened between them. They can always take the same DRX cycle adjustment action: unchange, extend or reduce, even if errors occur during DL data transmission, thanks to HARQ operation. Figure 3 shows four error cases that could happen to DL data transmission. All possible errors will be one of these errors or a combination of them.

In all the four cases, from time instance A onward, both sides have already known that data transfer is happening between them, and can count the event conformingly without mismatch between them. It ensures the robustness and reliability of the proposed DRX cycle adjustment with no explicit signalling. 
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Figure 3 Four error cases in DL transmissions

4. Benefits of adopting the scheme
1. The scheme is generic and suits both real-time services and bursty data services as well.

2. DRX setting is adaptively and autonomously adjusted according to the MS packet arrival pattern and activity level without introducing explicit signalling.

3. It provides a way of dynamically balancing the required power saving performance and the tolerated packet latency with no need of explicit MAC signalling
5. Proposed text for 802.16m SDD
“Power saving operation should well balance the required power saving performance and the tolerated packet latency, according to QoS of the established connections. The balancing shall adapt to changing of MS traffic pattern and activity level, meanwhile not invoking extra MAC signaling overhead in order to ensure the overall efficiency in terms of power saving performance and radio resource utilisation. When a traffic connection is added, modified or released, power saving parameters are configured or reconfigured by the BS, and signalled to the MS. DRX cycle of power saving is adaptively adjusted to keep up with changing of the MS activity level, without explicit signalling.”
6. References
[1] IEEE 802.16m-07/002r4, “IEEE 802.16m System Requirements Document” 
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C1MS has counted N DRX cycles with no data received, UE extends DRX from DRXn to DRXn+1 







C1BS has counted N DTX cycles with no data transmitted, BS extends DTX from DTXn to DTXn+1 
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