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Intel Corporation

1 Purpose
Improving cell edge performance has been made imperative by 802.16m SRD. This contribution provides a detailed description on how to use Adaptive Frequency Reuse (AFR) to improve downlink cell edge performance while retaining system spectrum efficiency.

2 Background
To improve the system spectrum efficiency, aggressive frequency reuse is highly desirable. However, systems with reuse one suffer from strong co-channel interference since the same frequency is reused by neighboring base stations.  In particular, mobile stations which are located near cell edges receive the strong interference from nearby BS.
2.1 Problem Statement
Figure 1 shows a contour plot of downlink average SINR measured at the receiver in a reuse 1 network with hexagon cell structure. Each cell consists of 3 sectors with 120-degree directional antenna. The propagation model is assumed to be Urban Macro with cell radius of 500m. The SINR decreases as the measurement takes place further away from the serving base station, which is represented by the color changing from red to blue. 
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Figure 1  Contour figure of SINR in reuse 1 networks
(Shadow fading not modeled for illustration purpose)
If mobile stations are uniformly distributed throughout the network, the cumulative distribution function of mobile stations’ average SINR is shown by Figure 2:
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Figure 2  Average SINR CDF of uniformly distributed MS in networks with different reuse factors
From Figure 2, it can be seen that in a reuse 1 network more than 30% mobile stations’ average SINR is below 0dB. In OFDMA systems, where CDMA-type spreading gain is unavailable, SINR below 0dB makes it difficult to support fast and robust transmissions. Such users are typically at cell edge, and will likely experience a poor network connection, low downlink throughput, and high probability of outage. 

Higher frequency reuse factors, such as 3, can significantly reduce the co-channel interference amongst neighboring cells/sectors in that 2/3 of the co-channel interference sources are eliminated compared with reuse 1 networks. This leads to greatly improved coverage and average SINR for cell edge users. Similarly reuse 3/2 can also reduce co-channel interference by allowing the same frequency to be reused by 2 of every 3 neighboring cells/sectors. It results in much better average SINR distribution compared with reuse 1, as can be seen from Figure 2.

However, improvement of downlink average SINR by using higher reuse factors is achieved at the cost of system spectrum efficiency, defined as the ratio of system throughput to occupied spectrum bandwidth, since higher reuse also requires more spectrum bandwidth.  
To achieve better coverage, while still retaining the high system spectrum efficiency of reuse 1, we are proposing a mixed reuse architecture which enables multiple reuse factors in the same network. Throughout the rest of this proposal, this architecture is referred to as “Adaptive Fractional Frequency Reuse (AFR)”.
2.2 Design Requirements
The following summarizes the requirements for practical AFR design in 16m.
· Support multiple reuse settings: 1, 3, 3/2
· Support distributed & contiguous permutation modes 
· Support hard reuse (AFR-H) and soft reuse (AFR-S)
· Flexibility with non-uniform user distributions
· Adaptation to time-varying traffic conditions 
· Exploit channel aware scheduling gains
· Robustness to mobile environments
· Low system complexity

3 Description of Downlink Adaptive Fractional Frequency Reuse (AFR)
The objective of the proposed AFR architecture is to improve downlink cell edge user performance while retaining system spectrum efficiency.  This can be achieved by supporting multiple reuse factors in a single network, and allowing users to choose suitable reuse values. Figure 3 shows the basic framework of AFR.
3.1 Reuse Partition
Figure 3 illustrates AFR partition for a network with 3 sectors per cell, marked by different colors. Such a network can support up to 3 reuse factors, which are reuse 1, reuse 3/2 and reuse 3. To achieve this, the whole bandwidth is split into up to 7 frequency sub-bands, 3 of which are used to support reuse 3, 3 sub-bands support reuse 3/2, and 1 sub-band supports reuse 1. The process of bandwidth splitting is denoted as “reuse partitioning,” and each frequency sub-band is called one partition group.
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Figure 3 Framework of Adaptive Fractional Frequency Reuse
To ease explanations in later sections, we use a size vector 
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 to represent the number of sub-carriers in each of the 7 partition groups, and the sum of all these different partition sizes equals the total bandwidth 
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denotes the total number of available sub-carriers. With this reuse partitioning, different frequency reuse deployments can be represented by a different vector
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, as shown in Table 1.

Table 1 Different reuse factor deployment in AFR architecture

	
	Supported reuse factor
	Number of partition groups /(corresponding size vector 
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	Reuse 3/2
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	Reuse 3
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	AFR system
	2 mixed reuse partitions
	Reuse 1 and reuse 3/2
	4 / (
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	Reuse 1 and reuse 3
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	3 mixed reuse partitions
	Reuse 1, reuse 3/2, reuse 3
	7 / (
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3.2 Downlink Power Loading
Under this AFR architecture both “soft reuse” and “hard reuse” can be supported. “Soft reuse” refers to the case where higher reuse factors are supported by restricting the interfering BS DL transmit power on certain sub-carriers rather than turn them off. On the contrary, “hard reuse” refers to the case where higher reuse factor is achieved by shutting off the interfering BS on certain sub-carriers. For all reuse schemes, the total DL transmission power is kept constant and below the maximum allowed value. Soft reuse intuitively has capacity advantage when system load is high because physically there is no bandwidth loss caused by frequency planning, while hard reuse is easier to deploy when system load is light.

An example is given below to illustrate how DL power loading could be applied. In a network with AFR configuration of reuse 1 and 3 (
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Sector 1: 
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Sector 2: 
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Sector 3: 
[image: image20.wmf]]

,

0

,

0

,

0

,

,

,

[

1

Re

use

Low

High

Low

P

P

P

P

P

=


Denote power boosting factor 
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). Soft reuse can be supported by adjusting this power boosting factor PL. The optimal power loading level is decided by SS distribution as well as propagation environment. Hard reuse is supported by setting
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Figure 4 plots a set of average SINR CDF curves for uniformly distributed users under soft reuse 3 and hard reuse 1, 3/2, 3. Here, only users with average SINR below 0 dB in reuse 1 are illustrated to show how they can benefit from different power loading levels in soft reuse. The figure shows that for PL of 2 (interfering BS de-boosted by 3dB) results in average SINR similar to that of reuse 3/2, while PL larger than 8 (interfering BS de-boosted by 9dB) results in improved average SINR close to that of reuse 3. In summary, power loading provides finer variations in SINR for cell edge users, compared with hard reuse. This allows more flexibility for system design and performance tradeoff.
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Figure 4  SINR CDF of users (with average SINR <0 dB in reuse 1) using soft/hard reuse

3.3 Optimal Resource Allocation Problem 

The AFR framework includes mechanisms for adapting the reuse partitioning, power loading, and resource allocation in a dynamic mobile environment.  The goal is to achieve optimal system performance (regarding system spectrum efficiency and cell edge throughput) under a pre-defined fairness constraint.  

Some of the questions answered by this framework include:

1.  How power loading level and AFR partition size is adapted?

2.  What measurements are needed? 

3.  What information is fed back from SS?

4.  How SS’s are scheduled on different resource types?
3.3.1 Theoretical Background
The theoretical background and problem statement for the optimal resource allocation problem is described below. We begin with some definitions.
Definitions

· Radio Resource Type 

Resources in an FFR partition can be of different ‘types’, and can be represented by a 3-dimensional vector [frequency, power, sector]. Different radio resource types will have different average Signal/Interference level.

· Cost

The radio resource in an FFR partition with high transmission power has higher average SINR, but gain is not ‘free’ and comes at the cost of neighboring BS’s suffering from higher interference and constraint in transmission power.  To represent this, the notion ‘cost’ is introduced as follows: a real value that is a measurement of system resources used by a particular resource type.

· Normalized Spectral Efficiency (nSE)

This value represents the normalized efficiency achievable on particular resource type in terms of system resource.  It is calculated as SE/cost on different radio resource types in an FFR partition. 

· User distribution

This term refers to the position and corresponding S/I distribution of users (SS) in the system.

· Fairness constraint

This is a pre-defined percentage curve that specifies the throughput CDF of all SS.  

Assumptions

We make the following assumptions.

1. The user distribution and corresponding average signal/interference level doesn’t change during the optimization time.

2. A user’s average spectrum efficiency is a rising function of their average SINR at different radio resource types.

Problem Definition

Given a user distribution (, a fairness constraint (, find the optimal resource allocation strategy, which includes power loading 
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, channel partition 
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, and how SS are allocated radio resources of different types, that yields the highest average SE.

Optimal Solution

It can be shown that given a user distribution ( and a fairness constraint (, for every power loading factor (, there is a optimal resource allocation solution achievable, that yields the highest average SE, with a unique (
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), where the system partition 
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is proportional to SS’s relative bandwidth request on different resource types, and all SS are allocated resources that yield maximum normalized SE amongst all resource types.

Proof: please refer to [4] for details
3.3.2 AFR Implementation and Procedure
The theoretical analysis above provides motivation for practical AFR procedure that finds the optimal channel partition for any user distribution. When the system initially boots up, there is no information about SS distribution or propagation environment. A predefined reuse partition is set to enable SS to measure average SINR for different reuse partitions, and start the AFR adaptation procedure. The initial partition may be obtained from offline optimization, and power loading level may be selected based on engineering experience or set at network planning stage. Simulation shows that the system performance is relatively flat in a wide range of power loading levels (1/PL = -5.4dB to -10.6dB).

There are two steps for (partition, cost) adaptation: cost adaptation and channel partition adaptation. The cost adaptation is a necessary step for AFR to adapt partition size later. The power loading level and partition size should be fixed during this adaptation. Once the optimal cost vector is found, AFR will be able to decide the optimal reuse partition side which is proportional to bandwidth request of all SS in system. 

Cost Adaptation

An initial cost is set for each reuse partition. For example, in case of AFR system with 4 partitions, there is a 4-dimension cost vector denoted as
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The cost of partition with reuse-1 (
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) is always 1, while costs of the other three reuse-3 partitions (
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) are subject to dynamic adaptation. The adaptation procedure starts with the initial cost vector at BS, and iteratively increases/decreases the cost values if there are too many/few bandwidth requests from SS for the corresponding channel partitions. This procedure continues until the cost converges to stable value. Figure 5 in below shows the cost adaptation process, and Figure 6 shows the cost adaptation and convergence with initial value of 1, that is
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This procedure to find the optimal cost in a dynamic system is referred as “Market Price Iteration Algorithm”. Theory proves that cost will always converge to a unique and optimal value for a given SS distribution and propagation environment.  
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Figure 5 Cost adaptation process
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Figure 6 Cost convergence

Channel Partition Adaptation

When the cost of each BS converges to a stable value, the BS should signal its AFR configuration information (include power loading level, partition size, cost, and load, i.e. bandwidth requests on different partitions) to a central RRM (Radio Resource Management) unit. This RRM unit will compare the current partition size with the requested bandwidth on different reuse partitions. If a mismatch is found, it signals a change request to all BS such that the AFR partitions are proportional to bandwidth requests from all SS, under the pre-defined fairness constraint.
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Figure 7 Partition size adaptation process
AFR partition size can be changed semi-dynamically on tens of minutes, hours or days, depending upon how dynamic the environment is. The adaptation time can be system specific and choice of carriers. The adaptation of FFR partition size is illustrated in figure 7. 

As a result of cost & partition adaptation, the AFR system configuration approaches the optimal operating point.
3.4 AFR Signaling Support

In order to support AFR, the AFR configuration information needs to be conveyed from the BS to subscribers. This AFR configuration includes bandwidth partition vector 
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, power level 
[image: image37.wmf]P

, and system cost 
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of each partition. Because the system wide configuration (i.e. reuse partition size, power loading level) are not expected to change frequently in a practical system, it is feasible to broadcast this information via BCH/SFH with interim of 20ms, which ensures that SS can make channel measurements discussed below and meet system entry delay requirement of 100ms.

3.5 Scheduling Support for AFR

The scheduler in AFR framework is implicitly aware of interference experienced by each SS due to interference-aware CQI feedback.  Each SS needs to measure the average SINR and instantaneous SINR for different reuse factors.  Each SS is scheduled resources according to its preferred reuse partition/sub-channel based on normalized SE metric.  Theoretical analysis shows that when the system configuration stabilizes, this scheduling will approach the optimal resource allocation under a predefined fairness constraint.

3.5.1 Measurement Requirement

The average SINR for different reuse factors can be estimated from preamble. The current 16e preamble design support measurements of signal and interference level on three different preamble groups, and can be used to estimate the average SINR of different reuse partitions.
The instantaneous SINR for resource units (either localized or distributed) in different partitions is needed to support frequency selective scheduling. It can be measured from dedicated pilots, whose power is boosted proportionally to that of data subcarriers in the same resource unit.
3.5.2 Feedback Strategy

With average/instantaneous SINR measurements on all reuse partition/resource units, the SS can estimate its SE on different reuse partitions/resource units. Then, SS calculates its normalized SE on different reuse partition/resource units as
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If best-M is chosen as the CQI feedback mechanism, SS will feedback CQIs corresponding to the M subchannels throughout the whole bandwidth that yields the highest normalized SE.
3.6 System Flexibility and Inter-BS Co-ordination
The proposed AFR scheme is fairly flexible in that it can accommodate various user distributions, and adapt to dynamic user/load conditions. 

With any given user distribution, channel partition and power loading level, AFR scheme approaches the theoretical optimum by adjusting cost until it converges. The feedback strategy and scheduling make sure each SS is scheduled on its preferred reuse partition. Each BS independently finds the optimal cost vector that yields the highest throughput for all SS under the fairness constraint. 

In order to adapt to dynamic user distributions or system loads, an RRM unit co-ordinates partition size amongst BS. The following information needs to be reported to the RRM unit: Bandwidth partition 
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, power level 
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, cost 
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, and bandwidth request/load on different FFR partitions. The RRM unit will determine a new FFR partition based on this information which optimizes system performance. The new FFR partition and power settings are signaled to all neighboring BS. 
4 AFR Performance Evaluation
4.1 Simulation assumptions

System level simulations of both soft reuse and hard reuse AFR are conducted with assumptions fully compliant with 802.16m Evaluation Methodology ‎[3]. The system is assumed to be 100% loaded with full buffer data traffic model. Channel estimation is ideal with CQI’s on all resource units available at the base station. Table 2 gives primary simulation settings and scenarios. Unlisted parameters can be found in 802.16m Evaluation Methodology [3].
Table 2 Primary parameters for simulated scenario

	Number of cells 
	19 cells, with 3 sector per cell

(with wrap-around)

	Number of sectors per cell
	3

	Site-to-site distance
	1.5km

	Carrier Frequency
	2.5GHz

	User Number
	10 users/sector

	Permutation mode
	AMC, PUSC

	MIMO
	2x2 with rank adaptation (STBC/SM) with MMSE aware receiver

	Repetition
	ON

	Target PER
	0.1

	Strong interference number
	14

	Channel model
	PedB 3kmph

	CQI feedback
	Full feedback with 5ms, 10ms, 15ms delay

	HARQ
	Chase-combining with 4 retransmissions; 4 frames of retransmission delay

	RB size
	48 sub-carriers x 6 symbols

	Frame length
	5/8 ms

	Scheduler
	PF


The two cases evaluated are shown in Figure 5. Both cases use 4 reuse partitions groups denoted by the vector 
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. Although no frequency planning is needed, an implicit frequency reuse pattern is formed due to different reuse groups preferred by cell-center versus cell-edge users, as shown in Figure 5.

a) AFR with reuse 1 and soft reuse 3 (refer to as AFR-S in the following)
b) AFR with reuse 1 and hard reuse 3 (refer to as AFR-H in the following)
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Figure 8 Implicit frequency reuse pattern of the two simulated AFR schemes
The power loading level and AFR partition size is selected according to optimal resource allocation theory, assuming infinite uniformly distributed SS and EVM specified propagation environment.  The following AFR configuration is used in simulations:
Table 3 AFR Simulation Configuration

	
	Partition size (in resource units in frequency domain)
	Power loading level (deboosted partition)

	AMC AFR-S
	[4 4 4 0 0 0 4]
	-8dB

	AMC AFR-H
	[1 1 1 0 0 0 13]
	 -Inf

	Dist-AFR-S
	[4 4 4 0 0 0 3]
	-8dB


4.2 Performance Evaluation Results

The results in Table 4 show that AFR-S has marginal gains on localized (AMC-like) permutation but significant gain on distributed allocation. The reason is that PF scheduling with localized permutation mode has already exploited frequency selective scheduling gain, and AFR can not improve much without loss in cell-capacity. However, with distributed allocation, there is plenty room to gain for AFR.

Table 4 Performance results with standard PF Scheduling

	Scheme
	Channel Model
	SE

Bps/Hz/Cell
	Gain on SE
	Cell Edge throughput
	Gain on Cell Edge throughput
	Note

	AMC baseline 
	PedB-3kmph
	5.84
	
	667k
	
	standard PF

	AMC AFR-S
	
	5.93
	1.6%
	689k
	3.3%
	standard PF

	Dist-baseline
	PedB-3kmph
	3.68
	
	315k
	
	standard PF

	Dist AFR-S
	
	4.52
	22.8%
	595k
	88.9%
	standard PF


The results in Table 5 show that if more cell edge user throughput is needed for localized permutation, the system spectrum efficiency must be sacrificed. By changing the scheduling policy to favor cell edge users via the weighted PF algorithm, higher cell edge user throughput is achieved at the expense of SE loss.
Table 5 Performance tradeoff in SE and cell edge throughput in localized mode
	Scheme
	Channel Model
	SE

Bps/Hz/Cell
	gain on SE
	cell edge user throughput
	gain on cell edge user throughput
	Note

	baseline 
	PedB-3kmph
	5.84
	
	667k
	
	standard PF

	AFR-S
	
	5.93
	1.6%
	689k
	3.3%
	standard PF

	AFR-S
	
	5.71
	-2.2%
	772k
	15.7%
	Weighted PF

	AFR-S
	
	5.29
	-9.4%
	819k
	22.8%
	Weighted PF

	AFR-S
	
	5.18
	-11.2%
	843k
	26.4%
	Weighted PF


5 Conclusions
We proposed one framework for Adaptive Frequency Reuse (AFR) for 16m. Our simulation results indicate that gain in cell edge user throughput of recommended scheme, AFR-S, relative to baseline 2x2 system is

a) Localized (AMC-like) permutation: 3~30% cell edge user throughput gain with 2% SE gain to -10% SE loss.
b) Distributed (PUSC-like) permutation: 40~90% cell edge user throughput gain and 20~30% SE gain.

Our recommendation is to support AFR in 802.16m as a mandatory feature. 
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7 Proposed Text for 802 .16m Specification
Insert the following text into Medium Access Control Layer sub-clause (i.e. Chapter 10 in ‎[1]):

-------------------------------------------------------Start of the text------------------------------------------------------------
10.x Adaptive Frequency Reuse 

10.x.1 Downlink AFR Framework

To support cell edge throughput enhancement against legacy system, downlink Adaptive Frequency Reuse (AFR) is supported 802.16m system. With AFR enabled, the frequency bands are subdivided up to 7 FFR groups as shown in figure x: 
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Figure x Architecture of Adaptive Fractional Frequency Reuse
As shown in Figure x the whole frequency band is split up to N = 7 groups denoted by 
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. The frequency reuse partition must be aligned with logical resource block boundary. Associated with each group G are 3 parameter vectors defined as: W = number of resource units in frequency, P = power level, and C = cost. The number of resource units in each of the 7 groups is denoted by
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where 
[image: image49.wmf]S

 is the total number of logical resource blocks. Inside each frequency reuse group there can be can be contiguous or distributed logic resource blocks.  
The power level of each group varies according to AFR type, ‘AFR-soft’ or ‘AFR-hard’, and sector number. For one sector, it is denoted by 
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The power levels for each group in different sectors vary in a repetitive fashion to create the desired reuse pattern. 

Cost is a measurement of different partition groups in terms of system resource. Cost of each reuse partition is a function of one or more of the following parameters: ‘effective BW’, power level, and/or user load for that group. It works as a mechanism to facilitate online reuse partition feedback, scheduling, and system partition adjustment based on user and traffic density. Cost is denoted by vector 
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The cost is subject to the following constraint:
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Specific cost value is left for implementation.
-------------------------------------------------------End of the text------------------------------------------------------------

Insert the following text into Air Interface sub-clause (i.e. Chapter 8 in ‎[1]):
-------------------------------------------------------Start of the text------------------------------------------------------------
8.x Inter BS coordination

To adapt AFR configuration in a dynamic mobile environment or in scenarios with un-balanced SS distribution/load, inter BS coordination is needed. Since neighboring BS must follow the same frequency partition size W, and power level P to form an effective frequency reuse pattern, a RRM (Radio Resource Management) function unit needs to determine the AFR configuration for a group of neighboring BS. 

In AFR adaptation procedure, after each BS achieves stable status with a converged cost vector, neighboring base stations can coordinate with each other via RRM function to adjust AFR configurations. Information exchanged between BS may include:

1. AFR partition information, including partition size, power level, cost, etc.

2. SS bandwidth request on different reuse partition, i.e. load information

3. SS measurement information, including but not limited to, average SINR at different reuse partition

4. SS distribution information

With this information, RRM unit makes change request on reuse partition size or power loading level for all BS in the system at a defined time.

-------------------------------------------------------End of the text------------------------------------------------------------
Insert the following text into Physical Layer sub-clause (i.e. Chapter 11 in ‎[1]):
-------------------------------------------------------Start of the text------------------------------------------------------------
11.x Measurements and feedback

To support AFR architecture, SS measures average SINR for different reuse factors, and SS measures instantaneous SINR to support frequency selective scheduling.

The average SINR for different reuse factors can be estimated from preamble. The current 16e preamble design support measurements of signal and interference level on three different preamble groups, and can be used to estimate the average SINR of different reuse partitions.
The instantaneous SINR for resource units (either localized or distributed) in different partitions is needed to support frequency selective scheduling. It can be measured from dedicated pilots, whose power is boosted proportionally to that of data subcarriers in the same resource unit.
With average/instantaneous SINR measurements on all reuse partition/resource units, the SS can estimate its SE on different reuse partitions/resource units. Then, SS calculates its normalized SE on different reuse partition/resource units as
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If best-M is chosen as the CQI feedback mechanism, SS will feedback CQIs corresponding to the M subchannels throughout the whole bandwidth that yields the highest normalized SE.
-------------------------------------------------------End of the text------------------------------------------------------------
Insert the following text into Physical Layer sub-clause (i.e. Chapter 11 in ‎[1]):
-------------------------------------------------------Start of the text------------------------------------------------------------
11.x Downlink Control Channel

AFR configuration information, including resource partition size, downlink power level and cost, is periodically broadcast from BS in BCH/SFH every 20ms. This information is needed for subscribers to enter the network and conduct measurements in AFR system. 
-------------------------------------------------------End of the text------------------------------------------------------------
Insert the following text into Physical Layer sub-clause (i.e. Chapter 11 in ‎[1]):
-------------------------------------------------------Start of the text------------------------------------------------------------
11.x Pilots
Power of dedicated pilot needs to be proportional to the data subcarriers in corresponding resource blocks in order to guarantee accurate instantaneous SINR measurement of different reuse partitions for AFR.
-------------------------------------------------------End of the text------------------------------------------------------------
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