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Tail-Biting Convolutional Codes with Expurgation and Rate-Compatible Puncturing for the Secondary Fast Feedback Channel
Tsao-Tsen (Jason) Chen, Kai Yu, Sten Sjöberg, Per-Erik Östling, Per Ernström 
Ericsson AB
Introduction

Tail-biting convolutional codes (TBCC) ‎[2]

 REF _Ref212950905 \n \h 
‎[3]

 REF _Ref165697073 \n \h 
‎[4] are considerably less complex to decode compared to general block codes, since decoding can be performed over a uniform trellis, using e.g. the wrap around Viterbi algorithm (WAVA) ‎[3]. Note also that TBCC are used in 802.16e and thus reuse of already implemented TBCC receiver structures is possible. Therefore TBCC should be utilized unless alternative codes provide very significant performance gains over TBCC.

The Secondary Fast Feedback Channel (SFBCH) consists of 3 distributed feedback mini-tiles (FMT) ‎[1], with payload sizes ranging from 7 bits to 24 bits. When each 2x6 FMT has 2 pilot tones
, the SFBCH payload is encoded to 60 coded bits, or 30 QPSK symbols. For the linear block code proposals in ‎[1] for the SFBCH, the (60,12) mother code is used to encode the payload (from 7 bits to 24 bits) into 60 coded bits by the following methods:

· Payload sizes from 7 bits to 11 bits: The (60,12) mother code with expurgation (using a subset of the rows of the generator matrix) is used to encode the payload into 60 coded bits.
· Payload size 12 bits: The (60,12) mother code is used to encode the payload into 60 coded bits.
· Payload sizes from 13 bits to 24 bits: The payload is divided into two smaller payloads: (k/2( bits and (k-(k/2() bits, where k=13,…, 24. By using the first half of the (60,12) mother code, the (30,12) code with expurgation is used to encode each of the two smaller payloads into 30 bits. 
Here we show that there exist TBCC’s that have better or similar performances than the linear block codes proposed in ‎[1] when they are used to encode SFBCH with payload sizes ranging from 7 bits to 24 bits. The TBCC’s for different payload sizes are derived from a rate 1/5 mother TBCC by either expurgation or rate-compatible puncturing, which allows the use of a single encoder and decoder structure for all payload sizes. The differences between the codes are clearly manifested in the larger minimum hamming distance (dmin), especially when the payload sizes are between 13 bits and 24 bits. The reason for better performance of TBCC for payload ( 13 bits is that the whole payload bits are encoded once to 60 bits, while for the other linear block code proposals each of the 2 smaller payloads is encoded to 30 bits only. Dividing the larger payload into 2 smaller payloads has some advantage only in the “compare” complexity (which is a relatively small part of the total decoding complexity); however, the d_min values (and hence the code performances) are greatly reduced as the number of output bits per encoding is reduced from 60 bits to 30 bits.
TBCC can be decoded by the efficient Viterbi-type algorithms, e.g. the wrap-around Viterbi algorithm (WAVA). Given the same (n,k) code, the complexities of WAVA are much lower than those of the maximum-likelihood decoding (MLD) for most of the cases, especially over the high SNR region where WAVA can be terminated early so fewer decoding iterations are used. It is assumed that MLD is used by the linear block code proposals in ‎[1]. In this document we will show that the total decoding complexities of WAVA are much lower than those of MLD.
Based on the performance and complexity analysis of the TBCC scheme presented in this document, we propose that the SFBCH payload be encoded by TBCC into 60 coded bits. Also, the TBCC encoding is done only once for each payload; that is, there is no need to divide larger payload (when ( 13 bits) into 2 smaller payloads followed by 2 separate encodings.
Definition

New terminology used in this document is defined in this section:

Tail-biting convolutional code (TBCC) ‎[2].
Wrap-Around Viterbi algorithm (WAVA) ‎[3]: low-complexity trellis-type algorithm for decoding tail-biting convolutional codes.
Tail-Biting Convolutional Codes for SFBCH
In this section, we derive TBCC’s for encoding SFBCH with payload sizes ranging from 7 bits to 24 bits. The TBCC’s are derived from a rate 1/5 mother TBCC by either expurgation or rate-compatible puncturing, which allows the use of a single encoder and decoder structure for all payload sizes. The set of generator polynomials for the mother TBCC is given in octal format by (16, 112, 556, 636, 656).

The information bits, (a0, a1,…, aL-1), in the SFBCH shall be encoded to 60 encoded bits, (c0, c1, …, c59). For 7≤L≤11, 5 to 1 zeros, respectively, are inserted into the information bits to perform the expurgation operation. The resulting length-12 zero-padded information bits vectors are encoded by the rate 1/5 mother TBCC to generate 60 encoded bits (see Figure 1). For 7≤L≤11, the input bits vectors are given by
(b0,...,b11)=(a0,a1,a2,0,a3,0,a4,0,a5,0,a6,0) for L=7,

(b0,...,b11)=(a0,a1,a2,a3,a4,0,a5,0,a6,0,a7,0) for L=8,

(b0,...,b11)=(a0,a1,a2,a3,a4,a5,0,a6,a7,0,a8,0) for L=9,

(b0,...,b11)=(a0,a1,a2,a3,a4,a5,0,a6,a7,a8,a9,0) for L=10,

(b0,...,b11)=(a0,a1,a2,a3,a4,a5,a6,a7,a8,a9,a10,0) for L=11.
For 12≤L≤24, the input bits vector, (b0,b1,…,bL-1)=(a0, a1,…, aL-1), are encoded by the rate 1/5 mother TBCC, the rate 1/4 TBCC, or the rate 1/3 TBCC according to the first-level puncturing given in Table 1. The rate 1/4 TBCC and rate 1/3 TBCC are punctured from the rate 1/5 mother TBCC by using only 3 and 4, respectively, generator polynomials from the set (16, 112, 556, 636, 656). The encoded bits from the TBCC encoders are further punctured by the second-level puncturing given in Table 1. The TBCC encoder is shown in Figure 1. Take the (60,21) (L=21) TBCC as an example. The 21 information bits are first encoded by the TBCC with the set of generator polynomials (112, 556, 636), and 63 encoded bits are generated. The (3(m)th,(3(m+1)th, and (3(m+2)th encoded bits are the encoder outputs from generator polynomials 112, 556, and 636, respectively, for the mth input information bit, where m=0,1,…,20. During the second-level puncturing, the 0th, 27th, and 54th encoded bits are further punctured and the remaining 60 encoded bits exit the encoder.
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Figure 1: Tail-biting convolutional codes for encoding SFBCH with payload sizes 7 to 24 bits. For payload sizes 7 to 11 bits, zeros are inserted into the information bits input to the encoder, and the first-level puncturing and the second-level puncturing do not apply.
Table 1: The puncturing patterns for generating (60,L) TBCC from the rate 1/5 mother TBCC with the set of generator polynomials (16,112,556,636,656). In the first-level puncturing, TBCC with all or part of the generator polynomials (in the second column) from the mother code set (16,112,556,636,656) are used to encode payloads from 12 bits to 24 bits. In the second-level puncturing, some (or none) of the encoded bits from the TBCC encoders (after the first-level puncturing) are further punctured according to the bit positions listed in the third column.

	L
	First-level puncturing: the set of generator polynomials for the TBCC encoding
	Second-level puncturing: positions of bits to be punctured after the TBCC encoding

	12
	(16,112,556,636,656)
	none

	13
	(16,112,556,636,656)
	(1,16,31,46,61)

	14
	(16,112,556,636,656)
	(3,8,13,18,23,28,33,38,43,48)

	15
	(16,112,636,656)
	none

	16
	(16,112,636,656)
	(0,16,32,48)

	17
	(16,112,636,656)
	(0,8,16,24,32,40,48,56)

	18
	(16,112,636,656)
	(0,4,8,12,16,20,24,28,32,36,40,44)

	19
	(16,112,636,656)
	(0,4,8,12,16,20,24,32,36,40,48,52,56, 64,68,72)

	20
	(112,556,636)
	none

	21
	(112,556,636)
	(0,27,54)

	22
	(112,636,656)
	(2,15,23,31,52,60)

	23
	(112,636,656)
	(0,3,12,21,30,33,42,51,60)

	24
	(112,636,656)
	(1,7,13,19,25,31,37,43,49,55,61,67)


Comparisons of Minimum Distances
Comparisons of the minimum distances (d_min) among different channel codes are shown in Figure 2. The proposed TBCC needs only one encoding/decoding for all payload sizes from 7 bits to 24 bits, and the d_min values are computed for the (60,k) codes for k=7 to 24. In Figure 2, there is only one curve for the d_min values of Ericsson TBCC as only one encoding is performed for each payload size.
For the linear block code proposals in ‎[1], 1 encoding is needed for payload sizes < 13 bits and 2 encodings are needed for payload sizes >=13 bits. So "1st code" applies to all payloads sizes from 7 bits to 24 bits, and "2nd code" only applies to payload sizes >=13 bits. For example, the payload of size 15 bits is divided into 2 parts: 7 bits and 8 bits, and 2 encodings are used to encode each of them to 30 bits. Since the d_min for (30,7) and (30,8) codes may be different, 2 points are plotted at payload 15 bits for each linear block proposal. Therefore, in Figure 2 the d_min values are computed for the (60,k) codes for k=7 to 12. For k=13 to 24, the d_min values are computed for both the (30,(k/2() code and the (30,k-(k/2() code. Also, optimum expurgations are used to compute the d_min values of the linear block codes, though the expurgations used by the linear block code proposals in ‎[1] are not necessarily the optimum ones.
In terms of d_min, TBCC’s are equal to (for payload sizes <13 bits) or better than (for payload sizes >= 13 bits) other linear block code proposals, except for the payload 7-bits case where LGe’s proposal is better. The reason for better performance of TBCC for payload sizes >=13 bits is that the whole payload bits are encoded once to 60 bits.
Compared with the lower and upper bounds on the optimum d_min values, Ericsson’s TBCC provides graceful degradation as the payload size k increases, while in other linear block code proposals there is a big degradation of the code performance for k >=13 bits.
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Figure 2: Comparison of the minimum distances (d_min) for the (60,k) codes for k=7 to 24 bits.
Comparisons of Decoding Complexities
TBCC can be decoded by efficient Viterbi-type algorithms, e.g. the wrap-around Viterbi algorithm (WAVA) ‎[3]. Given the same (n,k) code, the complexities of WAVA are much lower than those of maximum-likelihood decoding (MLD) for most of the cases, especially over the high SNR region where WAVA can be terminated early so that fewer decoding iterations are used. It is assumed that MLD is used by the linear block code proposals in ‎[1].

For payload sizes >=13 bits, TBCC is a good candidate to encode the whole payload as the decoding complexity grows linearly with the payload size k, while MLD may become too complicated as the complexity grows exponentially with the payload size. In the linear block code proposals, the payload (when > 13 bits) are divided into 2 smaller parts first and then 2 encodings are used to encode each of them to 30 bits. As can be seen from the comparison, dividing the larger payload into 2 smaller parts has some advantage only in the “compare” complexity (which is a relatively small part of the total decoding complexity); however, the d_min values (and hence the code performances) are greatly reduced as the number of output bits per encoding is reduced from 60 bits to 30 bits.

In Figure 3, Figure 4 and Figure 5, decoding complexities in terms of the numbers of “add”, “multiply” and “compare” are illustrated for WAVA and MLD: 
· “add” refers to adding 2 real numbers. From Figure 3 we see that the “add” complexities of WAVA are much lower than those of MLD for most of the payload sizes, even though in the MLD case the payload (when >=13 bits) is divided into 2 smaller parts.
· “multiply” means that the received soft bit value is multiplied by either +1 or -1. From Figure 4 we see that the “multiply” complexities of WAVA are much lower than those of MLD for all the payload sizes, even though in the MLD case the payload (when >=13 bits) is divided into 2 smaller parts.

· “compare” refers to comparing 2 numbers and picking the larger one. From Figure 5 we see that the comparisons are mixed. For payload sizes between 7 bits and 12 bits and for payload sizes between 21 bits and 24 bits, the “compare” complexities of WAVA are lower than those of MLD over the high SNR region and are higher than those of MLD over the lower SNR region. For payload sizes between 13 bits and 20 bits, the “compare” complexities of WAVA are higher than those of MLD, mainly due to the division of the payload into 2 smaller parts in the MLD case.
The figures show that complexity is dominated by the addition operation for all algorithms. Furthermore, the excess number of add operations for MLD is greater than the excess number of compare operations for the WAVA algorithm for most payload sizes. Assuming that the “add”, “multiply” and “compare” operations all have roughly the same complexity, comparisons of the total decoding complexities are shown in Figure 6. Hence, the total complexity of the WAVA algorithm for the proposed TBCC scheme is significantly lower than MLD for the block codes for most payload sizes.
Conclusions

Based on the performance and complexity analysis in this document, we propose that the SFBCH payload (from 7 bits to 24 bits) be encoded by TBCC into 60 coded bits. Also, the TBCC encoding is done only once for each payload; that is, there is no need to divide larger payload (when ( 13 bits) into 2 smaller payloads followed by 2 separate encodings.
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Figure 3: Comparison of the number of “add” for different decoding schemes.
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Figure 4: Comparison of the number of “multiply” for different decoding schemes. 
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Figure 5: Comparison of the number of “compare” for different decoding schemes.
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Figure 6: Comparison of the total complexities for different decoding schemes.
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� The second option in � REF _Ref223514719 \n \h ��‎[1]� is to insert 4 pilot tones into each 2x6 FMT and the SFBCH payload is encoded to 48 coded bits, or 24 QPSK symbols. In this document we focus on the 2-pilot case. However, the same TBCC design approach can be applied to the 4-pilot case.






  


_1297264389.vsd
bi


bi-1


bi-2


bi-3


bi-5


bi-4


bi-6


bi-7


1st-level puncturing


2nd-level puncturing


c



