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A Stochastic MIMO Radio Channel Model
With Experimental Validation

Jean Philippe Kermoal, Laurent Schumaghédember, IEEEKIlaus Ingemann Pedersedember, IEEE
Preben Elgaard Mogensedember, IEEEand Frank Frederiksen

Abstract—Theoretical and experimental studies of mul- correlated radio channel should be expected in practice. The ob-
tiple-input/multiple-output (MIMO) radio channels are presented  jective of this study is, therefore, to derive and to empirically
in this paper. A simple stochastic MIMO model channel has been validate a simple MIMO radio channel model, which is appli-

developed. This model uses the correlation matrices at the mobile ble for link | | simulati S th in 51 h
station (MS) and base station (BS) so that results of the numerous ¢@P!€ TOr link level simuiations. >ome autnhors, as in [5], have

single-input/multiple-output studies that have been published in a@pproached the problem from a geometrically-based perspec-
the literature can be used as input parameters. In this paper, the tive. In [5, p. 19], spatial fading correlation is introduced by
model is simp_liﬁed to the narrowband chann_els. The _validation extending the one-ring model of scatterers first used by Clarke
of. the modellls based upon data co]lected in both picocell and [6, p. 60] to MIMO setups. A mathematical framework for a
microcell environments. The stochastic model has also been used: . . . .
to investigate the capacity of MIMO radio channels, considering simple stoghastlc W'd_eband MlMO, rad!o channel model was
two different power allocation strategies, water filling and uniform ~ presented in [7]. In this paper, we simplify the model by refor-
and two different antenna topologies, 4x 4 and 2x 4. Space mulating it for narrowband (NB) channels.
?ivngity US]:?d_ att ?Otu ends of the MlllMO radio |ini< is Srf]‘_OW_n One of the main strengths of the proposed MIMO stochastic
0 De an erncient technique In picocell environments, acnievin P ; H
capacities within 14 b/s/qu and 1% b/s/Hz in 80% of the’ cases forga mode_l s that it relies ona small set_of parameters to fully char-
4 x 4 antenna configuration implementing water filling at a SNR acterize the commumcapon scenario, namely t_he power 9""_‘” of
of 20 dB. the MIMO channel matrix, two correlation matrices describing
Index Terms—Eigenanalysis, multiple-inputmultiple-output the correlation properties at both ends of the transmission links,
measurement, spectral efficiency, stochastic multiple-input/mul- and the associated Doppler spectrum of the channel paths.
tiple-output radio channel model. These parameters can be extracted from measurement results,
but they can also be derived from single-input/multiple-output
(SIMO) results already published in the open literature. Indeed,
during the last decade, many studies have focused on SIMO
HE REMARKABLE Shannon capacity available from deradio channel models for the evaluation of adaptive antennas
ploying multiple antennas at both the transmitter (Tx) angk the base station (BS) [8]-[12]. These models have mainly
the receiver (Rx) of a wireless system, has generated considgfen derived from geometric scattering distributions [9], [10]
able interest in recent years [1], [2]. Large capacity is obtained extensive analysis of measurement data [11], [12].
via the potential decorrelation between the channel coefficientThe validation of the model is supported by measurement re-
of the multiple-input/multiple-output (MIMO) radio channel,sults. Using two measurement setups exhibiting several transmit
which can be exploited to create several parallel subchannelsd receive elements, 107 paths, i.e., the radio link between the
However, the potential capacity gain is highly dependent on theray at the mobile station (MS) and BS, have been investigated
multipath richness, since a fully correlated MIMO radio channéh seven different picocell and microcell environments. Param-
only offers one subchannel, while a completely decorrelategers of the MIMO model are extracted from the measurement
radio channel potentially offers multiple subchannels dependitgta and fed to the model such as to compare simulation results
on the antenna configuration. with the measurement results.
Following Telatar’'s seminal paper [3], most MIMO theoret- The paper is organized as follows. Section Il introduces the
ical and simulation studies have assumed either fully correlatg@chastic MIMO radio channel model. In Section IlI, extensive
or fully decorrelated radio channels [1], [4], while a partialllMIMO measurement campaigns are presented, followed by the
experimental validation of the stochastic model in Section IV.
Manuscript received March 15, 2001; revised February 22, 2002. This wdrdnally, Section V presents capacity results in a single-user sce-
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Base station (BS) Mobile station (MS)  and assumed to be independent:af An approximate expres-
sion of the spatial correlation function averaged over all possible
azimuth orientations of the MS array is derived in [19]. It ap-
) — —s((t) pears as a function of the azimuth disperstowith A € [0;1],
whereA = 0 corresponds to a scenario where the power is
coming from one distinct direction only, whild = 1 when

Yit) — 3’:@%‘?&,‘;@ — st the PAS is uniformly distributed over the azimuthal range [0
() s()  360°][18]. As the MS is typically nonstationary, the results pre-
sented in [19] are considered to be very useful since they are
averaged over all orientations of the MS array.
Given (3) and (4), one can define the following symmetrical
¥udt) swt) complex correlation matrices
M- - _ -
antennas N-antennas pﬁs p{SQS . pﬁ\sl
BS
Fig. 1. Two antenna arrays in a scattering environment. P21 P2z T Pay
Rps=| . : . :
y() = [y (), u2(8), ..., uar(H)]", wherey,,, () is the signal at [pBS pBS ... pBS 1.
the mth antenna port anfd]?” denotes transposition. Similarly, and
the signals at the MS agt) = [s;(t), so(t), ..., sn(t)]". FpMS  pMS L pMS
A functional sketch of the MIMO radio channel is given in oS phs L pMS
Fig. 3. The NB MIMO radio channdd ¢ C**¥ which de- Rys=| . ; _ ) (5)
scribes the connection between the MS and the BS can be ex- : : B :
MS MS MS
pressed as “PNT  PN2 0 PNNd NxwN
Q11 Q12 v GON for later use.
o1  Qaa -+ aN Finally, the correlation coefficient between two arbitrary
H= . . . . (1) transmission coefficients connecting two different sets of
' ' ' ' antennas is expressed as
Qa1 Gp2 00 QN
where a,,,,, is the complex transmission coefficient from an- Prsims = {@ming s Cmgns) (6)

tennan atthe MS to antenna at the BS. For simplicity, itisas- \ +: -1 is shown in the Appendix to be equivalent to
sumed thaty,,,,, is complex Gaussian distributed with identicaYv

average power. However, this latest assumption can be easily re- Py = P

laxed as shown in the Appendix. Thus, the relation between the . .
vectorsy (t) ands(?) canplfe expressed as provided that (3) and (4) are independentodndim, respec-

tively. In other words, this means that the spatial correlation ma-
yv(t) = H(¢)s(?). (2) trix of the MIMO radio channel is the Kronecker product of the
spatial correlation matrix at the MS and the BS and is given by

B. Assumptions Ryivo = Ruvs © Rps ®)
It is assumed that all antenna elements in the two arrays have .

the same polarization and the same radiation pattern. The spa\’ﬁg?_re@’ represents the Kronecker product. This has also been

complex correlation coefficient at the BS between antenpa confirmed in [20].

andms is given by
pftfmz = {Qmyn, Omyn) ®) Correlated channel coefficients,,,,, are generated from

where(a, b) computes the correlation coefficient betwesand zero-mean complex independent identically distributed (i.i.d.)

b. From (3), it is assumed that the spatial correlation coefficief@ndom variables,,.,, shaped by the desired Doppler spectrum

at the BS is independent af since then elements at the MS, such that

illuminate the same surrounding scatterers and, therefore, also

MS _BS (7)

ninsg pmlmz

C. Generation of Simulated Correlated Channel Coefficients

generate the same power azimuth spectrum (PAS) at the BS. Re- A=Ca ©)
call that the spatial correlation function is the Fourier transform T

. K . . heI'EA]w]\fxl = [all,agl,...,CM]Wl,CMlQ...,CMJWN] and
of the PAS as discussed in [13]. Expressions of the spatial cgr—mXl — Ja,as, ... aMN]T where the symmetrical map-

relation function have been derived in the literature assumin matrixC results from the standard Cholesky factorization
that the PAS follows a cosine raised to an even integer [14]p 9 y

. _ T . . . _
Gaussian function [15], a uniform function [16], and a Laplaci bfthe matriRyinio = CC” provided thaRyryio is nonsin

function [17].
The spatial complex correlation coefficient observed at t
MS is similarly defined as

a&ular [28]. Subsequently, the generation of the simulated MIMO
channel matriX can be deduced from the vectAr Note that

'fﬁe correlation matrices and the Doppler spectrum cannot be
chosen independently, as they are connected through the PAS
PAE = {mny s Cmng ) (4) atthe MS [21].
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Input parameters MIMO measurements
Environment (urban/rural, fmiro/picocell), d, , .., h,, , d, |, radiation pattern, ... l l
Gst measurement set-u@ @nd measurement set-@
P Power Azimuth l l
Spectrum (PAS) fazeeeeseeeennnanaes )
AAS > Radiation pattern
d_aasy | Ty Rotative Motion Linear Motion
¢ h.a ASo
F AS, ¢ Tx )
MS) Fe=1.71 GH. e
Spatial comelation c=1. Z
r (AS.4) function
) AS 2 o
dai
d,AS, ¢ 200 synthesised
T approach
T
Rx
[Rms] NxN  Spatial complex (BS)
[Rss] MxM correlation matrices Doppler Spectrum 0.5
PR parenetor i Thotiel valdaRon 15 positions 93 positions
v v (microcell) {microcell and picocell)
— MIMO radio channel model —>
s(t) y@®

Fig. 3. Functional sketch of the MIMO modely;s s stands for distance

Fig. 2. lllustration of the two measurement setups. between MS and BSy5 for the height of BS above ground floor, and AS for
azimuth spread.

D. Restriction to the Model

The pin hole [4] or keyhole [22] effect has been raised il
previous work. This effect would occur when scattering regio
surrounding both transmit and receive ends are separated L
screen with a small hole in the middle. In this case, the receivi
signal between the antenna elements at both ends of the MIN= &5
radio link are uncorrelated, but stilf would have low rank. J
Although data were collected in variety of environments, t
pin hole or keyhole effect was not observed. Neither can tF"!;_L | Aa
model reproduce this effect. This is explained by the fact thl I A ey 1 0 0 1 Y
in [22] the transfer channel matrix is described as a dyad wi' | i EEAN YN
one degree of freedom, where each channel coefficient writes|
the product of two independent zero-mean complex Gauss
random variables. It is, therefore, not possible to claim that
linear generation process as described in (9) can account for
product of random variables.

Fig. 4. Second measurement setup. The MS appears on the foreground with
the “satellite” and its shield while the BS stands in the background.

The objectives of the measurement campaigns described in

this sectio_n are to collect the data re_quired to 1) validate tESmplex impulse response (IR). The NB information is subse-
MIMO radio channel model and 2) estimate the model paramgently extracted by averaging the complex delayed signal com-
ters that characterize different environments. ponents. A more thorough description of the stand-alone testbed
(i.e., Rx and Tx) is documented in [25].

1) First Measurement SetupA standard vertically polar-

Two measurement setups are considered. They differ in tlzed dipole antenna (Fig. 3) is mounted on a rotating bar and
motion of the Tx and the antenna array topology of the Tx, as describes a circumferential distance ofA\2@here A is the
lustrated in Fig. 2 and described in [23] and [24]. In both setupsavelength. The operating frequency is 1.71 GHz. A syn-
the Tx is at the MS and the stationary Rx is located at the BBesized antenna array with a separation of\(bBtween the
These two setups provide measurement results with differemtenna elements is considered in the post-processing analysis.
correlation properties of the MIMO channel for small antenn& uniform linear antenna array with four elements polarized at
spacings of the order of Q\5or 1.5\. The BS consists of four +45° spaced by 0.45is used at the BS.
parallel Rx channels. The sounding signal is a MSK-modulated2) Second Measurement Setufin interleaved antenna
linear shift register sequence of a length of 127 chips, clockaday with four vertically polarized sleeve dipoles elements
at a chip rate of 4.096 Mcps. At the Rx, the channel soundimgounted at the MS is moved along a linear slide over a distance
is performed within a window of 14.8s, with a sampling res- of 11.8\ as shown in Fig. 4. Such an antenna arrangement is
olution of 122 ns (1/2 chip period) to obtain an estimate of thdescribed in detail in [24] and is used to reduce the mutual

I1l. M EASUREMENT CAMPAIGNS

A. Measurement Setups
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TABLE |
SUMMARY AND DESCRIPTION OF THEDIFFERENT MEASURED ENVIRONMENTS

Environ- MS Measure-
1l ipti
Cell type ment locations | ment setup Description
The indoor environment consists of small offices with
A 15 1st . . .
s windows metallicaly shielded - 300 m between MS and BS
microcell ; . .
The indoor environment consists of small offices
B 13 2nd
- 31 to 36 m between MS and BS
C 21 2nd The indoor environment is the same as in A
D 12 2nd Reception hall - Large open area
picocelt E 18 2nd Modern open office with windows metallicaly shielded
F 16 2nd The indoor environment is the same as in B
G 12 2nd Airport - Very large indoor open area

coupling between the elements, thus, preserving the omnii_f
rectionality of the radiation pattern of the antenna elementxz=
After post processing, a linear array is derived from it with
spacing of 0.4. The Tx uses a 1-to-4 switch with a switch
interval of 50.s between each element of the antenna arr
implementing a pseudo parallel transmission within 260
Note, the operating frequency is 2.05 GHz (UMTS bands==
for this setup. At the BS, a uniform linear array with four
vertically polarized sleeve dipoles elements with a spacing &t
1.5\ is employed. The MS consists of two trolleys where onlelg. 5. Example of picocell environment C. The arrows represent the
trolley contains all the electronic hardware of the Tx and th#splacement of the MS (1 to 7). The three shaded areas represent the different
other, later referred to as the “satellite,” is equipped with trResitions of the BS, with the circles illustrating each antenna element of the
. . . array. In total, 21 paths are investigated for this environment.
linear slide carrying the Tx antenna array. The two trolleys are
connected by 10-m coaxial and signal cables. The purpose of
using two trolleys is to reduce the effect of reflections frorfocated 300 m away from the building. The second setup is used
metallic surfaces. The satellite trolley is made of wood artd investigate 92 paths for both microcell and picocell environ-
the metallic part of the linear slide is shielded by microwavesents, i.e., environment B and C to G, respectively, as shown in
absorbers as shown in Fig. 4. Table I. The distance between the BS and the MS is 31to 36 m
for microcell B, with the BS located outside.
The stochastic model relies on the wide sense stationary
(WSS) condition, meaning that as a rule of thumb the scatterers
Channel data were collected in two types of environmentshould be 10 times the distance travelled by the MS away
picocell and microcell. Here the term picocell and microcefrom it, which is equivalent to about 20 m in the present case.
refer to indoor-to-indoor and indoor-to-outdoor environmenthis condition can be questionable when considering practical
respectively. The measurement campaigns are undertakemiasurements. Indeed, when measurements were undertaken
several buildings at two main locations: the campus of Aalborg small rooms, the travelled distance of the MS was very
University and the Aalborg International Airport. Table Isimilar to the distance of the MS to the wall, hence possibly
summarizes the environments. not fulfiling the WSS condition. These restrictions need to
For each environment (A-G), several MS locations are See considered when discussing the validity of the simulated
lected to provide a set of measurements where both line-of-sigésults.
(LOS) and non-LOS (NLOS) scenarios are present. Moreover,
several BS locations are selected within the same environment

B. Environment

in addition to the MS locations, as illustrated in Fig. 5, in order V. MODEL VALIDATION
to increase the reachness of the data set. A total of 107 paths are
investigated within these seven environments. The purpose of this section is four-fold: 1) to validate that the

The first measurement setup is used to investigate 15 pa@$sumptions stated in the presented model apply to the measured
in a microcell environment, i.e., environment A in Table |. Thédata; 2) to introduce the input parameters used to validate the
MS is positioned in different locations inside a building whilenodel; 3) to present the eigenanalysis used as benchmark in
the BS is mounted on a crane and elevated above roof top letve$ validation process and, finally, 4) to illustrate the validation
(i.e., 9 m) to provide direct LOS to the building. The antenna jgrocedure and its outcome.
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1% ' ' ‘ 100 However, these two cdfs could differ in two ways. Since the

simulated cdf has been computed from a larger set of statistics
than the measured cdf, it could exhibit a steeper slope. On the
: ‘ : other hand, should Assumption 1) not be fulfilled, the median
tifeiey point of the cdfs would not coincide.

The simulated cdf is shown in Fig. 6. The slope difference of
these cdfs indicates the impact of the lack of measured statistics
with respect to the simulations described here above. But the
fairly good match between the measured and the simulated cdfs
supports assumption (3) and (4).

Assumption 2):This assumption is validated by comparing
results generated from the proposed MIMO radio channel model
with measured data. This is presented in Section IV-D.
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oo . B. Input Parameters to the Validation of the MIMO Model

e o std_%{‘;s 03 o4 e o smifms 08 04 The input parameters used in the validation stage are illus-
e e trated by the shaded area of Fig. 3. They are 1) the average spa-

Fig. 6. Example of the cdf oftd_pZ?,  (left graph) andstd_p},_ (right tial complex correlation matricé8 g5 andR ;s and 2) the as-

nin

graph). The cdfis performed over all the measured environments and for all ¥gciated average Doppler spectrum.

seven correlation coefficients. The measured spatial complex correlation matrices are the
results of an average over the reference antenraslm with

A. Validation of the Stochastic MIMO Channel Model respect to which the matrices are computed.

Assumptions The averaged measured Doppler spectrum is obtained by av-

The validity of the underlying assumptions has been verifig@9ing over all thel/ ¥ channel coefficients. It is defined at
for a 4x 4 MIMO configuration. These assumptions are thape MS, since the BS is fixed. This limitation is due to the mea-
1) the spatial correlation at the BS (3) and the MS (4) is ingSurement setup |mpIementat|c_>n, butis notinherent to the model.
pendent of, andm, respectively, and 2) the spatial correlatioff Poth MS and BS were moving, the Doppler spectrum of the
matrix of the MIMO radio channel is the Kronecker product of2nnels would have been defined as the convolution of sepa-
the spatial correlation matrices at the BS and the MS (8). rate Doppler spectra defined either at the MS or at the BS, con-

Assumption 1):The standard deviation (std) of each mea'd€ring, respectively, the BS and the MS as fixedhe cor-
sured spatial correlation coefficie|11pBS and |pMs | is responding complex coefficients of the vecto(9) have their

computed over thé&V and M reference antennas, respectivelMPlitudes shaped by the average measured Doppler spectrum
for each environment. The std at the BS is expressed as ~and assigned arandom phase uniformly distributed over(D, 2
such that\/ NV independent and identically distributed variables
1), Vonell...4] (10) are generated. _
Two examples of typical paths have been selected from the
and at the MS such that set of paths described in Section Ill. Their differences in terms
of propagation properties motivated this choice. Example 1 is
}), Vmell...4]. (11) one of the paths in the picocell environment C where the prop-
agation scenario offers a decorrelated case. On the other hand,
Fig. 6 presents the empirical cumulative distribution functioexample 2 presents the opposite situation where the propagation
(cdf) ofstd_p}?fm2 (left graph) andstd_p}[\fl?12 (rightgraph) com- scenario is correlated. This appears in one of the paths in the mi-
puted over the 92 paths considered with the second measuwrecell environment A.
ment setup for the six different correlation coefficients, i.e., the Example 1: Picocell Decorrelated.
upper triangular coefficient of the correlation matrix, when a See (12) at the bottom of the next page.
4 x 4 MIMO configuration is used. To validate the statistical Example 2: Microcell Correlated.
significance of the empirical results, the empirical cdf is com- See (13) at the bottom of the next page.
pared with a cdf obtained from simulations performed under Both in Example 1 and 2Rnss| is decorrelated. This is ex-
similar conditions. The matching of the two cdfs demonstratpected since the MS is surrounded by scatterers. On the other
that Assumption 1) is fulfilled, as explained here after. hand,|Rpg| presents two different behaviors. In Example 1,
For each of the 9% 6 different measured correlation coefthe spatial correlation coefficients remain low as expected in the
ficients, two correlated, Rayleigh-distributed signals of lengttase of an indoor termination. On the other hand, the spatial cor-
1000\ are generated. These 100bng vectors are truncatedrelation coefficients at the BS are highly correlated in Example 2
into 11.8\-long runs over which the correlation coefficient isvith a mean absolute value of the coefficient of 0.96. The high
computed once again. Hence, a wider new set of correlatioorrelation is explained by the fact that regarding this specific
values is collected, exhibiting a standard deviatiopsidl. This N . . )
. . . . The phase shifts due to both movements add, causing the respective phasers
operation is repeated 926 times. A simulated cdf of sig.sx to multiply each other, which is equivalent to the convolution of their Doppler
is then obtained under similar conditions than the measured cgikctra.

Std_sz —qtd ({|pnml

my meo nms

Std_pMs — gtd ({ |pn2m

njng nym
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different mean gains, witl{ = Rank(R) < min(M,N)
where the functioRank(-) andmin(-) return the rank of the
matrix and the minimum value of the arguments, respectively,
[26]. The kth eigenvalue can be interpreted as the power gain
of the kth subchannel [26]. In the following\;, represents the
eigenvalues. In order to assess the qualitative accuracy of the
model, the comparison between measured and simulated eigen-
values is made for an antenna configuration where the largest
number of eigenvalues is achievable within the limitation of
the measurement setup antenna topology. This is the case for a
4 x 4 scenario since at most four eigenvalues can be expected.
In the following, the eigenvalues are normalized to the mean
power of the singlg Tx and a single Rx channel coefficient
1/(MN) ZM A:l |t .

m=1 n

-2
-4
B by

-8

Doppler power spectrum [dB]

-20 :
-2 -5 -1 -05 0 05 1 15 2

Normalized frequency 1/f"A|

D. Validation Procedure

For each of the 107 paths, the input parameters, presented in

Fig. 7. Averaged measured Doppler power spectrum for Example 1 (picoc§I?Ct|0n IV-B, are fed |_nt0 th? propos_ed_StOChasnc _MIMQ model

decorrelated). and a Monte Carlo simulation consisting of 100 iterations are
performed to generate the elements of the simulated mHtrix

is a three-dimensional (3-D) matrid{ x N x L), whereL is

example the BS is identified to be located above any surround|P number of sample equivalent to the time domain definition in

scatterer. Therefore, it experienced a low azimuth spread ( : ; .
. : . . For each iteration, the seed of the random generator which
which causes its antenna array elements to be highly correlated.. . .
) . fines the phase of the complex coefficient of the veatar
An illustration of the averaged measured Doppler spectrumg
. - . . ifferent.
Example 1 is presented in Fig. 7. The spectrum is normalized

n,_ . . ~
frequency to its maximum Doppler shift, and in power to its . At iteration g, Hyqxp, COUNts as many samples as
maximum value. in the measuredH,.4x; collected during one antenna

array run that is to say 20 or 11.8\ depending of the
measurement setup used. The EVD Hf4X4X1HfX4X1 is
then performed for each samplein order to identify the
The eigenvalue decomposition (EVD) of the instantaneousrresponding simulated eigenvalues denoted by the vector

correlation matrixR = HHY (not to be confused With Asim kq,,, = [Asim_kq 15> Asim_kq l]T, k=1...K.

Rammvo), where[-]¥ represents Hermitian transposition, has From these eigenvaluels,vectors[)\sim_k]1XQL containing
been chosen to serve as a benchmark of the validation procétss.100 iterations of the simulated eigenvaldgs, xq are de-

The channel matriH may offer K parallel subchannels with duced so thaksim « = {Asim_kq} Where{-} represents a set of

C. The Eigenanalysis Method

r 1 —0454+0.53 037—022  0.19+0.21i 1
Ry — —0.45 — 0.53¢ 1 —0.35—0.02 0.02— 0.27i
0.37+0.22i  —0.35 4 0.02i 1 —0.10 4 0.54¢
L 0.19-021¢ 0.02+0.27 —0.10 — 0.54¢ 1 |
- 1 —0.13—0.62% —0.49+0.23i 0.15+0.28i 7
Rus — —0.13 4 0.62¢ 1 —0.13—0.52i —0.3840.12i 12)
—0.49 — 0.23i —0.13 +0.52i 1 0.02 — 0.61i
| 0.15-0.28 —0.38—0.12 0.02+0.61i 1 |
r 1 —0.61+0.77¢ 0.14—0.94i 0.24+0.89 7
Ry — —0.61 — 0.774 1 —0.85+0.50{ 0.57 — 0.78¢
0.14 +0.94i —0.85 — 0.50i 1 —0.91 4 0.40¢
L 0.24—08% 0.57+0.78% —0.91— 0.40¢ 1 |
r 1 —0.12-0.18 0.08 +0.05¢ —0.02 —0.13i7
Rue — | —0-12+0.18i 1 —0.17 — 0.16i  0.11 + 0.044 13)
MS 0.08 — 0.05¢ —0.17 4 0.164 1 —0.17 — 0.16¢
| —0.02+0.13; 0.11 —0.04i —0.17 + 0.16¢ 1 |
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|< abscissa

error_k

logP(eigenvalue<abscissa)

% env. where A

pasured
-+ _simulated

10 15 ] 05 1

15 2 25
A | in dB at 50% outage
error_k

Fig. 8. Local validation. Cdf oA cas_r @andA;m_x. from Example 1 (picocell Fig. 10. Global validation. Cdf dfA....._«| over the 107 paths.
decorrelated).

parison is based on the difference betwegp.._» and A\, s
at 50% {og,,(.5) = —0.3) outage level for each paths and for
each eigenvalue such that..ro; & = [Ameas_k — Asim_k]509-
For more clarity in the graph, the absolute vali&, o, x| is
considered sinc&....,_x iS symmetrical around zero. Despite

1]

% 2 /AN e S A the expected discrepancies between empirical and simulated re-

S -osf sults, one can see from Fig. 10 that the error generated by the

$ | , proposed model is bounded 0.6 dB for the strongest simu-

g gk ............ oo A S & lated eigenvalud,. . 1. by 1.6 dB for\.,.. ». by+2.2 dB for

;,’,_,_2_ . ......... ............ .............. ............ ] R Asim_3 and by:I:2.7 dB for the weakest one, for 90% of the paths.

Y SR SO A0 SO SR L These values are considered to be small error boundaries and

2 Y ; : it can be concluded that the proposed stochastic MIMO radio
R I vvvvvvv ...... ............. ............. .............. L : channel model has been validated.

V. SPECTRAL EFFICIENCY—SINGLE-USER SCENARIO

20 -18 -0 E;;envalue [SB] 5 10 * This section investigates the spectral efficiency of MIMO

channels. This study is limited to single-user scenarios. Two
Fig. 9. Local validation. Cdf 0fAmeasr and Aum_. from Example 2 power allocation strategies are compared in the following, si-
(microcell correlated). multaneously with two antenna array topologies.

variables. For the measured data, the eigenvalues were dedute®efinition of the Power Allocation Schemes

SO thalhmeas iy ; = [Mmeas_k 15« - s Ameas_k ] - In the situation where the channel is known at both Tx and
1) Local Validation: The local validation consists of theRx and is used to compute the optimum weight, the power gain

matching comparison between the cdf Qfe.s_» and Asim_x  in the kth subchannel is given by thith eigenvalue, i.e., the

for each of the 107 paths. Figs. 8 and 9 present the eigenanalgsigal-to-noise ratio (SNR) for theth subchannel equals

performed on the two propagation environments, Example P,

1 and 2, respectively. The cdfs of the measured eigenvalues =AM (14)

Ameas_x TOr a full run of the Tx antenna array are displayed 9N

with a solid line. On the same graph the cdfs of the simulatechereP,, is the power assigned to ttk¢h subchannel); is the

eigenvalues\,;,,  are illustrated by a dashed line. Their cdféth eigenvalue and?, is the noise power. For simplicity, it is

have been performed over thgL variables of the vector assumed that3, = 1. According to Shannon, the maximum

Asim_k - capacity? of K parallel subchannels equals [26]
Inspection of Figs. 8 and 9 reveals that the cdfs of the eigen- K

values generated by the stochastic model closely match those O = Zk’g? (1+) (15)

estimated using measured data. =1

2) Global Validation: A global analysis encompassing all , , _ _ _ _
he 107 paths has been performed in order to measure the di The capacity expressions given throughout the paper are normalized with
the p p ! : u 'ﬁ@§pect to the bandwidth, i.e., they are given in terms of b/s/Hz (spectral effi-
ence between the measured and the simulated results. The coeney).
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Fig. 12. Capacity (10% level) versus SNR for Example 1 (picocell

Example 1 (picocell decorrelated). A44 antenna topology is presented heregecorrelated) and Example 2 (microcell-correlated).

K
P,
= Z log, <1 + Mg —;) (16)
k=1 N
where the mean SNR is defined as
SNR = EUZR’”] = E[];)T’”]. (17)

O—]\r
Given the set of eigenvalugs\; }, the powerP; allocated

On

to each subchannél is determined to maximize the capacit

10% outage of Fig. 11, one can conclude that the total capacity
>~ C; is 17 b/s/Hz. This remarkable spectral efficiency is due
to the contribution of the significant;, A, and A3z depicted

in Fig. 8. From Fig. 11, one can also see that the difference
between the two power allocation strategies is very small when
the elements of the antenna array are sufficiently decorrelated
5, p- 64]. However, it must be emphasized that the water filling
scheme provides a higher capacity than the uniform power

by using Gallager's water filling theorem [26] such that eac&istribution

subchannel is filled up to a common levg| i.e.,

AP = +Pe==D  (18)
with a constraint on the total Tx power such that
K
Z Py = Pr, (19)
k=1

where Pr,, is the total transmitted power. This means that th-E

C. Antenna Setup and SNR Impacts

Fig. 12 illustrates the total capacity from Fig. 11 at the 10%
level for different SNRs when the water filling power alloca-
tion scheme is used. Two antenna setupsxaddand a 2x 4,
are compared. On the same figure, the decorrelated and the cor-
related propagation scenarios are presented: Example 1 and 2.
hree conclusions can be drawn from these examples.

subchannel with the highest gain is allocated with the largest1) One can see that the decorrelated situation provides more

amount of power. In the case whelré\;, > D thenP;, = 0.

When the uniform power allocation scheme is employed, the

power P, is adjusted according to

Pi=---=PFPg. (20)

capacity than the correlated one at the same SNR and
generally the total capacity increases with the SNR.

2) In the decorrelated scenario (Example 1), the4tan-
tenna configuration takes full advantage of its additional
subchannel compared with thex24.

Thus, in the situation where the channel is unknown, the uniform 3) The influence on the number of subchannels on the total

distribution of the power is applicable over the antennas [26]
so that the power should be equally distributed betweemthe

elements of the array at the Tx, i.e.,

_PTac

P, = N Vn=1...N.

(21)

B. Impact of the Orthogonal Subchannels on Spectral
Efficiency

capacity is illustrated for various SNRs. The capacity
increases in a linear manner as a function of the SNR on
a log scale while the slope increase proportionally with
the number of subchannels in (15). At a low SNR, the
contribution of the strongest subchannel is predominant.
For a higher SNR, all the subchannels contribute to the
total capacity. As aconsequence, one can see thatforahigh
SNR the slope of the # 4 antenna array setup is twice the
slope of the 2< 4 one when comparing the two antenna

Fig. 11 illustrates the impact of each subchannel upon the
total capacity available for a 44 antenna configuration in
the context of Example 1 &@NR = 20 dB. Here,C;, is the
capacity of thekth subchannel of Fig. 8. When looking at the

array configurations, since only two parallel subchannels
are achieved in the second antenna setup compared with
the four parallel subchannels achievable by theddone.

This is an important observation, since itimplies that 1) at
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Fig. 13. Cdf over all the 79 (picocell) paths of the total capacity deduced fropig, 14. Cdf over all the 28 (microcell) paths of the total capacity deduced
Fig. 12 atSNR = 20 dB for 4x 4 and 2x 4 antenna configuration.

low SNRs, the MIMO concept only provides a combined
Txand Rx diversity and 2) at high SNRs the MIMO systeq{h

offers parallel channeling.

from Fig. 12 atSNR = 20 dB for 4x 4 and 2x 4 antenna configuration.

This highlights the fact that in microcell environments,

e correlation is strongly influenced by the change in the

surrounding scatterers and also by the separation used in the
antenna array. Therefore, the use of space diversity technique,

. . . i its own, is not recommended for a MIMO topology when
The capacity resulting from Fig. 12 and taken at a fixed SNR._. - :
of 20 dB is extracted for all the 79 paths in picocell scenan]%;mg 0.9 antenna spacing at the BS. However, when\is5

Bmployed, microcell capacity results indicate similar results as
and its cdf is presented in Fig. 13. It is seen that the oﬁ‘er?, ?heypic’ocell environr%enty

capacity is fairly constant for the picocell environments, since
the capacity results equal 14 b/s/Hz and 16 b/s/Hz at the 10%
and 90% outage levels, respectively. This is explained by the V1. CONCLUDING REMARKS

fact that the elements of the antenna arrays at both the BS ang}, this paper, a stochastic MIMO radio channel model has
the MS are sufficiently decorrelated in picocell (indoor 10 inpeen introduced and successfully validated in the NB condi-
QOor) enwronments. I.n the context of a MIMO scenario this Fon by comparing measured and simulated results. It has been
interesting since multiple parallel subch_anqels are available whn that the eigenvalues distribution of the model matches the
can, therefore, be concluded that, even in situations where L?‘ asurements. The advantage of the proposed model is that its

I .

is present, & MIMO topology using space diversity with SMaConfiguration, as far as time variation and spatial correlation are
spacing is applicable for picocell environments. 9 ' P

Similarly to Fig. 13, Fig. 14 presents the cdf of the capacit oncerned, can rely on SIMO results previously published in the
derived from the 28 pr;lths in the microcell scenario. One can n literature. As such, it can be used for link-level simulation
that contrary to the scenario in Fig. 13, the estimated capac?&',dies’ as illustrated by the d_eriva}tion of theoretical capacity
exhibits a much larger variation. This is explained by the use Bfnits- Itis shown that space diversity used at both ends of the
two different antenna spacings to estimate the input parametéﬂé’.\/lo radp I|r_1k Is an ef_f|_c|ent technique in picocell environ-
The capacity varying from 12 b/s/Hz to 16 b/s/Hz is attribute@l€nts, achieving capacities between 14 b/s/Hz and 16 b/s/Hz
to the setup using L¥while the low capacity contribution from in 80% of the cases for a>44 antenna configuration imple-

9 to 12 b/s/Hz is obtained when applying only 8.5 menting water-filling at a SNR of 20 dB.

D. Spectral Efficiency Performance Per Cell Type

E. Consideration on the Spatial Domain in a MIMO
Perspective

It is mentioned in [23] that when using Q\Separation at
the BS, the correlation between the elements of the ante
array could vary from a correlated to a decorrelated situation
which is explained by the fact that the BS experiences a low

APPENDIX
PROOF OF(7)

Consider the X 2 correlated setup pictured in Fig. 15. The
plex correlation coefficienys andp are defined such as

AS, especially when positioned above surrounding scatterers, #={ow, a21>*_ {ouz, za) . (22)
which cause its antenna elements to be highly correlated = (o, 0m1)" = {02, n2) (23)
(Section IV-B, Example 2). On the other hand, when the AS p = (a1, a12) = (@21, a22) (24)
becomes larger, i.e., when the influence of the surrounding = (a2, a11)" = (g, o1 )" (25)

scatterers becomes more significant, the correlation between
the antenna array elements decreases. wherea* is the conjugate ofv.
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...... A1 1 p
jq’e L e = [p 1} ' .
x N v Note thatR,, andR g, can be replaced bR ;s andR g5
| |2 v | |2 in up-link or Rzs and Ry, s in down-link, respectively. The
H P Y p purpose of this Appendix is to demonstrate that correlated
i‘ _T %22 T_ ‘ channel transfer functions can be generated from the Kronecker

product of the two complex correlation matrices. More partic-
TX RX ularly, it aims at demonstrating that the complex correlation
between channel coefficienta;; and «se or, identically,
betweena;> and awy, is the product of the antenna complex
correlation coefficientg andp.

On the other hand, the power correlation coefficient betweenTne kronecker product of matrices (30) and (31) is given by
antennas at the Tx is equallg?. Similarly, the power correla-

Fig. 15. 2x 2 correlated setup.

tion coefficient between the two receiving antenna elements is Ramio =Rrw © Ris (32)
set to|p|?. In terms of channel transfer functions, this is given 1 o L
by _| 1wt o 33)
|ul? =<|a11|2,|a21|2> (26) ptoptp 1 o
B * * 1
:<|0412|2,|0422|2> (27) e g P
) 5 5 Leta = [w, z,y, 2] be a vector of four complex zero-mean,
lo|” = <|0411| s |onz| > (28)  unit variance independent random variables. As described in
5 5 Section Il, correlated channel coefficients,, are generated
- <|O‘21| s laze| > : (29) trom the variable of the vectar using the Cholesky decompo-

Note that all these definitions assume that the correlation twtion of the matrixI' as illustrated in Fig. 16I" results from

tween two given antenna elements at one end does not depiedoroduct oR 5,770 by a power-shaping matriR when any

on the antenna used as areference at the other end. This assumipalance in BPR (Branch Power Ratio) between antenna ele-

tion is fulfilled if all antenna elements of a given end exhibit thenents occurs. The elementsi®fare the product of the standard

same radiation pattern. deviationss,,, , of the channel coefficients,,,,,. I' is given by
Taking into account the fact that correlation matrices athe following element-by-element product. See (34)—(36) at the

Hermitian [27, p. 101], the complex correlation matrices afgottom of the page.

defined as follows: Applying the Gaxpy algorithm [28, p. 143], the lower-trian-
R — 1 (30) gular matrixC, result of the Cholesky decomposition Bf is
Te =1 1 given by (37) shown at the bottom of the page.

I' =Ryrvo x P (34)
1 I A
_| P T pwp™
- *® *®
ptoopwtp 1 p
® % *® *
prptoptp 1
2
Ty Oa11%ais Ta11%as Taii Tass
2
« Tar2Tai; Tais Tar19%as  TaraTass (35)
0a210a11 0a210a12 0@21 0a210a22
Oaga0ai1 Taefais Taasn O ags
2
Ty Oa11%ai2P Oa11%as b Tayi Tagas P
* 2 *
— 00120011p a(ylz 00120021NP afhzafyzzu (36)
- * * 2 .
Tag1 Tar M Tag1 Taa b P 2P 0a2120a22p
* ok * *
0@22 O—Oéuu 1Y O—azzo—alzu 0a220a21p 0@22
Lo 0 0 0

C - O—Oélzp* Tayz V 1- |p|2 0 0 (37)
U(mli* 0 Tagr V 1- |/¢L|2 0

Tana 0" Tag W /1= 1012 Gamp* /1= 1% 0ap, /14 [0?[p]? — |1 — [p]?
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(gmc';?’ The 4x4 = 16 complex correlation coefficients are derived
R R as follows E stands for the mathematical expectation operator)
MS BS
E[aq107]
(channel matrix of complex (ar,an1) = o2 (40)
correlation coefficients) [R IMO] @11 .
:E [O—allwo—allw”] (41)
o (ptrOdUC';m ; [P1= g11
lement by el ent) :O_inE [ww*] (42)
2
(matrix of complex power 11
covariance cosfficients) [T’] ( masfr:bc(;plng =1 (43)
sincew has unit variance.
(Cholesky factorization) [C E *
] r LL.D <Oéll, 0612> :M (44)
Oa11%ars
{matrix product) [a] . / 3 \©
L doppler E Tap W Tap W +Ja12 1- |p| €
[A] spectum —
Tar10ars
(45)
[A] GO 0B 0] £ 0y, 0y 1~ [0 fwa]
Fig. 16. Flow chart illustrating the practical procedure to obtain correlated Ta11Ta1s
channel coefficient. (46)
=p (47)
Defining A = [a11, 12, a2, az2]?, the channel coefficients because the random variables in are independent, see
«;; are generated as (48)—(53) shown at the bottom of the page and (54)—(55) shown
at the top of the next page. Outcomes (43), (47), (51), and (55)
A =Ca (38) match the first line ofRymvo as shown in (56)—(73) on the
a1 w next page. Relations (59), (64), (68), and (73) fill the second
Qo z line of Ryiivo, see (74)—(91). Outcomes (77), (81), (86), and
an | =€ |y (39)  (91) match the third line oRamnvo. Finally, see (92)—(110).
Q29 P Relations (95), (100), (105), and (110) achieve the filling of

Raymio and successfully conclude the demonstration. The
The next task is to demonstrate that these channel coefficievadidity of (7) is proved. This proof can easily be extended to

are correlated in the appropriate way. the general §/ x N) setup.
E |05
(o, o) = 210%] (48)
T Tan
E |:a“11w <0021N*w + Cas vV 1- |u|2y> :|
= (49)
Tay1 Tasy
O—QIIO—QZII’LE [ww*] + Ty Tagy \/ 1- |N|2 E [wy*]
= (50)
00110021
= (51)
E|a105
<06117 a22> IM (52)
Oy g
1 O g WP W+ O, /1 — *z ”
_ £ |on w 1*p /1= ol (53)

* 2 2 2 2 2
o ez +000ap 1= [0y + Gasa 1+ [P ol — 1l — |02
* 2 *
O—ano—azzupE [ww ] + O—Oéno—oézzu\/ 1- |p| E [wx ]
1
= +0an Tanpy L — "B [wy] (54)
Q11 ¥ Q22

2 2 2 2 *
s Garn \ 1+ [0 0l = [0 — 1B =]
=pp. (55)
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E [o20f]

<0612,0611> = (56)
Ta129ar;
* 2 *
E |:<O'a12p w +Ja12 V 1- |p| 37) (Jallw) :|
= (57)
Oa12%ar;
aalzaallp*E [ww*] + aalzaall \/ 1 - |p|2E [xw*] (58)
B Oa120ar;
_ (59)
E|appaf
(@12, 12) :% (60)
N / 2 N / 2
E|:<Oa12p Wt oy, 1_|p| 37) <00é12p Wt Oayy 1_|p| 37) :|
= 61
T (61)
2 * * 2 *
1 od, lelPElw]+ 0l 0"/ 1 — [l "E [wa'] (62)
Ohe | +02,,0\1 - IoPE w402, [1- 6P| Elza]
=p* + [1 - Iplﬂ (63)
=1 (64)
E|apab
(s, g = E12120%] (65)
TaqaTan
E [<0a12p*w + Cay, V 1- |p|2$> <0—0421/“L*w + Cas, V 1- |N|2y> :|
= (66)
Tay2Tag,
* * * 2 *
_ 1 Tane Tagy o  E[ww*] + 00,00, p"\/ 1 — || E [wy] 67)
2 . 2 2 .
Tw200n | 400,00 y/1 — [0PB [r0"] 4+ Gasy00m /1 — 1P /1~ [P E fay]
=pp* (68)
E|aab
(12, uzg) = E12120%0] (69)
Ualzgazz
<O(Y12p*w + Taqn V 1- |p|2$>
E - . 2 . 2 \ "
Cona P W + Oag, "\ 1 — |p| 0 + 00y, 0"\ 1 — |17y
2, 2 2 2
s /L 1l ol = |1l = lof’ 70)
T2
( 2 . v/ 2 . )
0@12”@22N|P| E[ww ] + Oy Tazg P 1- |p| E[wx ]
2, 2 X
+a(¥120022 1- |/“L| |p| E[wy ]
N 21 2 2 2 "
1| a1 [ Lol — 1 — 1B ] -
Tanz Tz +00120022up V 1- |p|2E [a:w*] + Oaia0ass b |:1 - |p|2:| E [.’L'.’L'*]
+0a120a22p\/1 - |N|2\/1 - |p|2E [.Z‘y*]
2 2, 2 2 2 .
| +oan0nn /1= 121+ 0l o =10 = [oPE[e2]
2 2
=plpf 4 [1 = |ol’] (72)

= (73)
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E [o1074]

(@21, 011) = (74)
Taz1 Tagy
i |:<O—oz21u*w + Oz \/ 1- |N|2y> (aallw)*:|
= (75)
Taz1 Tay
* * 2 *
_aamaanﬂ E[ww ]+ Oaz19ayy \/ 1- |N| E[yw ] (76)
Oaz1Par;
=y (77)
Elasiaf
<Oé2170612> IM (78)
00210012
. / 2 N / 2\’
E |:<O—Oé21u W+ Oay 1- |N| y) <O’a12p Wt Oayy 1- |p| 37) :|
= (79)
Taz1 ays
* * * 2 *
__ 1 Toug Tary " PE [w0w*] + oy, 00, 0"/ 1 = |p| E [wa”] (80)
2 . 2 2 .
Ganaz | to,, 00,0\ 1 = |1 E [yw*] + 00, 00, \/1 — |l \/1 — [ E[ya"]
=p"p (81)
E [ao1a3
(a1, aia1) :% (82)
E |:<O—a21u*w + Tagy V 1- |N|2y> <O—a21u*w + Tagy V 1- |N|2y> :|
= 83
o (83)
2 * * 2 *
1 ) ok, Il Elww ] 408, 11— | E[wy] 4)
— 2
Toor | +02, /1 - [ Efyw]+ 02, [1 - Iulﬂ E [yy*]
=ul* + [1 - IMIQ} (85)
=1 (86)
E[as1ad
(cea1. cezs) :M (87)
Tz Tagy
<O—a21u*w + Tas 1- |N|2y>
- v/ 2 v/ 2 \ "
Taza b P w+o—0é22ﬂ 1_|p| $+O'a22p 1—|N| Yy
2, 2 2 2
s Ll o1 = 1 = oIz )
Tz Oass
( 2 % 2 2 * 3
0’@210’@22P|N| E[ww ]+O—0210—022 1- |p| |N| E[wx ]
+O—a210—a22u*p \/ 1- |LL|2E [wy*]
. 2, 2 2 2 "
1 ) o U P P — 0~ pPE 2] )
Tanf02z | 4o, ey, up\/1— [ B lyw'] + ffaZIffazzu\/l - |u|2\/1 — oI E [y=*]
+O'a210'a22p |:1 - |N|2:| E[yy*]
2 2 12 2 2 .
4000101 = 171+ 1 [0 = [0 = 0B [527] )
2 2
=pluf +p[1 = |l (90)

=p. (91)
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E [az207,]

(@2, 011) = (92)
Tazs Tanr
1 O—azzu*p*w + O—azzu* V 1- |p|2,’1:
oo T 2 2 2 2 2 Tan, W’ (93)
e | \ 4000 /1= 12y + G 1+ 1 ol = |l = |0l
Tz Tay b P E[ww ]+O’a220'a11LL \/ 1- |p| E[xw ]
1
= 000 /L~ [WPE[yo] (94)
oz Ten 2 2 2 2
0T 1+ 0l |6l = 1l = o [z7]
=p*p* (95)
E (o]
<CY227CY12> IM (96)
Tags Tars
T 1P W + Ta, ¥\ 1 = |02 + 00, 0"\ /1 — |1y
2 2 2 2
E +cfa22\/1+ lal™ ol™ = |ul™ = o2
* 2
<aa12p Wt Oay, V 1- |p| 37)
(97)
Tz Tars
( w02 x w, ./ 2 x )
Tags Tara b |p| E[ww ]+00220012u P 1- |p| E[a:w ]
2 2 *
TO0 s 0ar, 1- |N| |p| E[yw ]
2 (2 2 2 "
1) Honoann 1l o =~ [P B[] 8)
Tz Tons +0—04220—0412/“L*p* \/ 1- |p|2E [wz*] + O—QZZO—O‘IZN* |:1 o |p|2:| E[.Z‘x*]
« 2 2 «
+O—0220—012p \/1 - |N| \/1 - |p| E[y.’lj ]
| 002 Tan (/1= 0P\ 1+ 0l [ = [ = [pPE [20"] J
* 2 * 2
= |ol” + " [1 = |pf’] (99)
=p* (100)
E [aos0db
{ovaa, cvo1) :M (101)
Tags Tasy
T 1P W + Ta, ¥\ 1 = |02 + 00, 0"\ /1 — |1y
2 2 2 2
E | \+0n/1+ [0l 1o = 1 = [o]*=
<0a21u*w + Oagy V 1- |N|2y>
(102)

Tz Tas:
( w1 12 " 2, 2 £1 )
Tz Tt P |u| E [ww ] + Oazn T gy 1- |p| |u| E [a:w ]

* 2 *
+O—a220—azlup \/ 1- |N| E[yw ]

2, 2 2 2 "
0O 1)1+ [l [0 = | = o [ou]

1
= +0—04220—0421/“L*p* V 1- |N|2E [wy*] (103)
Tags Tagy

* 2 2 *
+00220021N \/1 - |N| \/1 - |p| E[xy ]
+U@220a21p* |:1 - |N|2:| E[yy*]

2 2 2 2 2 w

| +0nneTan (/1= P 1+ 0P 1o =l — [PE [y )
=0* [ + 0" [1 = 1] (104)
=p" (105)
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E [a03,]
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22

/ 2 / 2
O—azzu*p*w +O—a22u* 1- |p| r+ Uazzp* 1- |N| Yy

2 2 2 2
a1+ [0 |0l = |l — |0

/ 2 / 2 \*
O—azzu*p*w + O—azzu* 1- |p| x+ Uazzp* 1- |N| Yy

2 2 2 2
a1+ I [0l = [ — |2
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E
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