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1
Scope

This Recommendation is purposed to describe a ‘generic’ framework of Mobility Management (MM) for Next Generation Networks (NGN).  
This Recommendation describes the followings: 

· Design considerations for MMF;
· Architectural model of MM for FMC networks;
· Mobility managers required for the MM functionality;
· Generic information flows for the MM functionality;
· MM scenarios by application services models.
This Recommendation describes a generic framework of MM for NGN. Based on this Recommendation, the further specific and more detailed frameworks for location management and handover management will be developed in the draft Recommendations, LMF (Location Management Framework) and HMF (Handover Management Framework), respectively.
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The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation
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3
Definitions

This Recommendation uses the terms defined in the ITU-T Q.1701 and Q.1702, and Q.sup52.

4
Abbreviations

3GPP

Third Generation Partnership Project
AAA

Authentication, Authorization, and Accounting

AN

Access Network

AR

Access Router

CN

Core Network

FMC

Fixed and Mobile Convergence
FMIP

Fast handover for MIP

HLM

Home LM

HM

Handover Manager

HMF

Handover Management Framework

HMIP

Hierarchical MIP
ID

Identifier

IP

Internet Protocol

LM

Location Manager

LLM

Local LM

LMF

Location Management Framework

LU

Location Update

LU-ACK
Location Update Acknowledgement

LQ

Location Query

LQ-ACK
Location Query Acknowledgement
LTE

3GPP Long Term Evolution
MIP

Mobile IP

MM

Mobility Management

MMF

MM Framework

MT

Mobile Terminal

NAI

Network Access Identifier

NGN

Next Generation Networks


SBI2K

Systems Beyond IMT-2000

SIP 

Session Initiation Protocol

5
Design Considerations

This Recommendation provides a generic framework of Mobility Management (MM) for Next Generation Networks (NGN). Based on this Recommendation, the further specific and more detailed frameworks for location management and handover management will be developed in the draft Recommendations, LMF (Location Management Framework) and HMF (Handover Management Framework), respectively.

The NGN would be evolved so as to support a variety of mobility such as terminal mobility, personal mobility, network mobility, session mobility, etc. In particular, this Recommendation will focus on the terminal mobility, in which a Mobile Terminal (MT) could be given the seamless mobility while moving around in the NGN networks.

In this Recommendation, the MMF is designed with the following considerations:

A. IP-based MM framework

One of the major requirements for MM in the NGN networks is that all the MM schemes should operate in the ‘IP-based’ networks, so as to support the mobility across a variety of heterogeneous access networks in NGN networks. Accordingly, the MMF described in this Recommendation will focus on the IP-based schemes or protocols for MM, which can operate over Internet Protocol (IP).

Such IP-based framework will ensure that the MM functionality could be commonly applied to the various networks or systems, independently of the underlying radio/wired link-layer access technologies. The issues on the MM schemes specific to the link-layer access technologies are outside the scope of this Recommendation. 
The IP-based MM protocols could provide seamless handovers among the heterogeneous radio and/or wired access networks for real and non-real time services. The ‘IP-based’ MMF will also facilitate that a variety of the well-defined existing IP-based protocols, such as AAA and DHCP, could be reused to support the MM for NGN networks. 

B. Separation of user ID and location ID
In general, the user ID is used to identify a specific user in the point of service provider along with the relevant services, whereas the location ID is used to specify the current location or point of attachment in the network. Examples of user IDs include Network Access Identifier (NAI), IP address or e-mail address, whereas the routable IP address shall be used as the location ID in the IP-based network. 

In this Recommendation, it is noted that the term ‘user ID’ is used with the same semantic of ‘terminal ID’ for a mobile terminal (MT) in the MMF point of view, even if one or more user IDs can actually be assigned to a single MT.

On the other hand, the user ID may be a permanent identifier for the MT, whereas the location ID for the MT could be dynamically assigned in the network and changed in time.

In this Recommendation, the MMF is designed to ensure that the location ID could be separately handled from the user ID. That is, the user ID and location ID will be assigned to the MT, respectively.

C. Separation of MM control functions from the user data transport functions
It is noted that the MM functionality can be viewed in the control plane, rather than the user data transport plane. Accordingly, it is required to separate the control plane for MM from the user data transport plane. 
In other words, a set of MM functions should be designed as a self-contained scheme for MM, not depending on the specific data transport schemes, so that the MMF scheme could be used for support of the MT and its associated data transport function. This feature will make it easier to implement the MMF scheme over a variety of transport networks in the NGN networks.

D. Support of IPv4 and IPv6 as well
The MMF should be designed in the fashion that the relevant MM protocols could operate on top of IPv6 as well as IPv4 in the similar or identical manner. In this respect, it is preferred that a single MM scheme could apply over both IPv4 and IPv6 networks. In particular, the MM scheme should not give any barriers to communication of users between IPv4 and IPv6, and further migration/transition from IPv4 to IPv6.

E. Location management for MM functionality 
In this Recommendation, the MMF will be designed to provide the location management functionality. For this purpose, the up-to-date information on the location of an MT will be kept track of and maintained, each time it continues to move. With the help of the location management, any internal/external user can communicate a mobile user (or MT) via the relevant call/session establishment.

F. Handover management for MM functionality 
In this Recommendation, the MMF will be designed to provide the handover management functionality. With the help of the handover management, while a session goes on, the MT should be able to continue the data transport seamlessly, even though it changes its point of attachment to the network (i.e., its location ID). The handover management needs to provide the seamless mobility for the MTs against the frequent change of its location ID (IP address).

G. Location Privacy for Mobile Users
The mobility management function may provide a routable IP address of mobile terminal to a correspondent terminal upon request. The IP address assigned to mobile terminal at a local subnet has strong correlation with the physical location, and the location of mobile is easily determined from its IP address. If two mobile users are assigned IP addresses from a same subnet, they will know that they are in the same area since their subnet IP address is the same. This may lead to a breach of location privacy. To provide location privacy, the IP address of mobile terminal should not reveal mobile’s location.

H. Complementation of MMP at Different-Layers
MM in heterogeneous networks, for instance supporting mobile 3G/LTE - WLAN, require interactions of different mobility management mechanisms to achieve faster handovers in such environments. The notion of mobility management protocols at different-layers is required; e.g., Link layer and Layer 3. This concept facilitates the complementation of such mechanisms to achieve seamless mobility requirements, specially for low-latency-demand real-time services.

I. Dynamic Mobility Management
The mobility management function should support not only the voice application but also a variety of data applications as well. The network should keep track of the changes in the traffic patterns, and the mobility management function should operate in an adaptive manner to optimize the radio resource utilization. 

An application may request for a session or a continuous IP connectivity, but the traffic pattern during the session may change in time. When the data traffic flow stops for a long time during, it would be power efficient for mobile if it doesn’t update its location frequently. In other words, the mobile should be under the provision of location management even if the higher layer logical connection of the application service is considered intact. As soon as the traffic flow starts again, the network may page the mobile and re-establish physical connection, and the handover management may take over mobility management. As the traffic pattern changes, the location management and handover management may take turns to support user mobility, and this adaptive mobility management operation should be invisible to the correspondent terminal

J. Inter-working with other functional management entities
The MMF is designed to provide the MM functionality by inter-working with the other functional management entities for authentication, security, and call/session establishment. Accordingly, it is desired that the MMF should ensure that the legacy protocols for authentication and security could be used to the extent possible, without any modifications, such as AAA, RADIUS/Diameter, etc. For example, for the purpose of MM, the user (MT) should be able to be authenticated by a service provider via the existing AAA schemes. The data packets transmitted and received by MT might be protected with the help of the legacy security mechanisms such as IPSEC or TLS.
It is also desired that the legacy schemes call/session establishment and maintenance could be used together with the MMF described in this Recommendation. In particular, the SIP-based call/session state control functions might be used together with the MMF.
K. Inter-operability with the other IP-based protocols
The MMF should be designed to re-use the protocols defined in 3GPPs, to the extent possible. It is noted that the NGN networks would be evolved and gradually migrated from the existing networks, rather than revolved to a new distinct system. Accordingly, it is recommended that the protocols defined or used in the existing networks could also be used for MM in the NGN networks. 
This recommendation describes a generic MM framework, which will be designed to support the intra-network MM as well as inter-network MM. The inter-network mobility shall handle the MM across the different network operators, whereas the intra-network mobility addresses the MM within a network that is managed by a single network operator. 
On the other hand, the more detailed MM frameworks specific to the intra-network and inter-network MM, respectively, will be made based on this Recommendation in the other companion Recommendations that are being progressed in the draft Recommendations, LMF and HMF.

6
Conceptual Model of MM for NGN
In this section a generic model for MM is described to derive the MM framework for NGN networks. The conceptual model for MMF could be generically depicted as shown in the figure below.
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Figure 1. Conceptual Model for MMF

The MM model is based on the design principle that the MM control functionality should be separated from the user data transport plane in the functionality point of view. As shown in the figure, the control plane for MM functionality is separated form the data transport plane for data packet transfer. Specifically, the MM framework (MMF) will govern the signalling operations for the mobility management, whereas the data transport may be performed with its own data routing principles (e.g., by a standard IP routing protocol). All of the control information and messages for MM will be exchanged between the MTs and Mobility Managers.

The MMF in NGN networks can be illustrated as shown in the figure below. As shown in the figure, the MMF should support the mobility across a variety of heterogeneous access networks.
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Figure 2. Framework of MM in NGN Networks

The MMF can be viewed as a set of the signalling and control operations for MM, which is performed between the mobile terminals and mobility managers. The mobility managers include a set of the functional entities that will be deployed in the networks, which are used for location and handover management. Depending on the deployment, the mobility managers may be implemented in a single device or separately into one or more devices.

For this purpose, a service provider might implement the mobility managers over the core network and/or its access networks. With the help of the relevant MM signalling between MT and mobility managers, the mobile users could continue to enjoy the services that have been subscribed to the service provider in the seamless manner, even though it moves around the various access networks.

On the other hand, the types of MM for NGN networks can be classified into the Inter-CN MM between different operators (MM1), Inter-AN MM between different access networks (MM2: MM) and Intra-AN MM within an access network (MM3), as illustrated in the figure below.
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Figure 3. Types of MM in NGN Networks
For the type of MM3, the issues on MM will be considered when the MT moves around within an AN. For the MM2 type, the MT might change its access network, hence possibly with its access technology. For the MM3 type, the MT may want to move into the network that is managed by another operator.

In this Recommendation, a generic framework of MM is described that could be commonly applied to all the types of MM for NGN networks. A more specific MM scheme will be designed for each of the three types of MM in the companion Recommendations such as LMF and HMF.

7
Mobility Managers

Under the MMF, the MM functionality will be performed with the following mobility managers:

· Location Manager (LM)

LM is used to provide the location registration and location update (tracking) for MM in the control plane. Each MT should register its current location ID (IP address) with its associated LM, whenever it moves into a new region and gets a new location ID. Each LM will keep and maintain the information of mapping between User ID and Location ID for the concerned MTs. With the help of the LM, a (external/internal) caller MT could communicate to the callee MT.

LM can be classified into ‘Local LM (LLM)’ and Home LM (HLM). For scalability enhancement, the operator may deploy one or more LLMs in addition to the HLM. For an example, HLM is located at the core network and used to control the location management for all the subscribers, whereas the LLM could be located at each access network and used to manage the location information of the subscribers that remains in the local access network. The location management for each subscriber (MT) would be performed with interworking between HLM and LLM. It is noted that the use of Local LM may depend on the choice of the concerned operator. That is, a certain operator may prefer the use of Home LM only, not using the Local LM.

· Handover Manager (HM)

HM is used to support seamless handover (session continuity) for the MT that is moving into the other networks, and thus changing the location ID (IP address). While the data transport goes on in the session, if the MT changes its Location ID (IP address), the HM will be used to support the seamless handover for the on-going session of the MT. The HM is purposed to minimize the data loss and handover delay for the on-going session, while the MT moves to a new network region.

Each HM might be located at each access network rather than at the core network, so as to minimize the handover latency for completion of the handover for the MT. 

Figure 4 illustrates an example configuration of the mobility managers, based on the description made above.
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Figure 4. Mobility Managers in MMF

In this example configuration, the home LM is in the core network of the operator that the mobile user has subscribed to. Local LM is in the network where the MT is being attached to at present. In the core network, there are the Home SM and Home AM in addition to the Home LM. In the access network, there are HM and PM, in addition to the Local LM.

The MM might be performed by inter-working with the other management entities such as access manager (AM) and session manager (SM).

AM is used to perform the authentication and authorization for the subscriber MT. This AM functionality would be used as the basic subsidiary sub-function for the other MM functionality: location management and handover management, etc. It is noted that such AM may typically implemented by the AAA servers.

SM is used to manage the application session of the two end-to-end users, if the session management is required for the concerned services. The session management includes the session establishment, maintenance, and termination for the end-to-end application session. It is noted that such SM may typically implemented by the SIP proxy servers.

The location management function will be performed with interworking between local LM and Home LM. An access network uses the local LM so as to keep track of the current location of the MTs locally. When an external/internal caller wants to communicate with the MT, it will first contact with the LM for the MT so as to obtain the current location ID of the MT. In this ‘location query’ process, a User ID could be used to identify the callee MT. In response to the location query, the LM will inform the caller about the current location of the callee MT. With this location query process, a session will be established between the two associated terminals. Those two terminals could then exchange data packets by using the standard IP routing protocols.

The handover management function will be performed by HM in the access network, with the help of the session management functional entities, so as to keep the session continuity. The paging management could be performed with the Local LM, when a paging scheme is enabled.
Appendix A shows an example network configuration of the mobility managers.

7.1 
Location Manager (LM) 

Location Manager (LM) could be divided into ‘Home LM’ and ‘Local LM.’ These two managers could interwork each other to provide the location management functionality for MTs.

Home LM manages the information of the corresponding MTs and may interwork with an appropriate AAA scheme. Home LM should maintain a mapping table between a User ID and the location ID for the corresponding MT, which may be implemented with a suitable database (DB). The location ID for an MT may be an IP address that the MT gets in the current network region, or an address of Local LM that keeps the information of the IP address of the MT in the local network. In the location query process, the Home LM will reply to the location query of a calling MT with the location ID of the callee MT.

Local LM manages the current location ID of the MTs in the local network. When Home LM queries the location of a particular MT, the Local LM will respond with the location ID of the called MT in the network. For this purpose, the Local LM maintains a mapping table between the User ID and location ID for the MTs in the database.

7.2 
Handover Manager (HM)

HM is used to provide the session continuity in order to support seamless handover for the moving MTs. For effective handover support, the interworking might be needed between control plane and data transport plane. In this respect, the HM may be implemented into the network such as Access Routers or special network agents, which is a typical way taken in the network-layer HM schemes such as Mobile IP.

Another way to provide handover is the transport or application layer HM scheme, as can be seen in the SIP-based handover. This higher layer handover scheme is basically performed between the two end terminals in the transport layer or application layer, in which the support of the network agents (ARs) is minimized. In this higher layer handover scheme, the HM functionality might be implemented in the MT itself, rather than using any special agents in the network.

8 
Generic Information Flows for MM 

This section describes the information flows required for the MM functionality.

It is noted that the user ID for an MT is given by the home operator or service provider. The user ID may typically contain the domain name of the home operator, as we can see in the example of “user@domain”.

When an MT enters a new network region, it must first get its current location ID (e.g., a routable IP address). For this purpose, the MT may use the Dynamic Host Configuration Protocol (DHCP), IP Control Protocol (IPCP), or IPv6 stateless IP address auto-configuration. The location ID will be typically an IP address or an identifier to be converted in the unique IP address, which may include the information on the local network (or local network operator).

In the configuration of a location ID, the MT may be enforced to contact with the AAA server for authentication and authorization. In this Recommendation, the MMF assumes that the MT could get an IP address using the relevant IP address configuration and AAA scheme. The detailed procedures of the address configuration and interaction with the AAA servers are outside the scope of the MMF.

8.1 
Location Management

After getting a routable IP address in the new access network, the MT must register the current location information with the home LM. This location registration will typically be done by way of the local LM, as shown in the figure below. 
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Figure 5. Location Registrations and Updates 

8.1.1 
Location Registration
The following figure illustrates the location registration flows performed by an MT. When an MT gets a new location ID, it registers the location ID and User ID with the local LM by sending the Location Update (LU) message. 
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Figure 6. Location Registrations Flows

The location update (LU) message sent by MT to the local LM must contain the following information:

· User ID of the MT

· Address of the local LM 

· This LU is for the Location Registration

This location registration of the MT will be triggered when it enters a new ‘local network’ (i.e., a new local LM region). In other word, when the MT moves around within the same local network region, it need not send the LU message again.

Based on the LU message received from the MT, the local LM will add a new entry of the mapping table that contains the mapping relationship between user ID and location ID for the MT. 

The local LM will then forward the LU message to the corresponding home LM. If the LU message does not indicate the location of the home LM, the associated information may be configured in the local LM in the system-wise manner, which may depend on the implementation.

The LU message sent by local LM to the home LM must contain the following information:

· User ID of the MT

· Address of the local LM 

· This LU is for the Location Registration

When the home LM receives the LU message from the local LM, it will add or update the associated entry in the mapping table for the MT. On the successful update of the mapping table, the home LM will respond with the Location Update Acknowledgement (LU-ACK) message to the local LM.

The LU-ACK message sent by home LM to the local LM must contain the following information:

· Information on whether the LU request is accepted or not

· Address of the (confirmed) home LM

In turn, the local LM will respond to the MT with the LU-ACK message, which must contain the following information:

· Information on whether the LU request is accepted or not

· Address of the (confirmed) local LM 

By implementation depending on the specific LM scheme, some additional information may be added to the LU and LU-ACK messages for security and authentication. 

It is also noted that the MT performs the location update directly with the home LM not via local LM, when it is in the home network region. 

8.1.2 
Location De-registration
When the MT terminates the connection with the network (e. g., by power-off of MT), it can de-register its location with the Local LM by sending an LU message.

The following figure shows the information flows for the location update (or de-registration) for the MT. 
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Figure 7. Location Update (De-registration) Flows

In turn, the local LM will send the LU message to the home LM for the MT. With the location update, the home LM may respond with the LU-ACK messages to the local LM. The local LM may also respond with the LU-ACK message to the MT, if necessary. This response with the LU-ACK may be omitted in a certain implementation in which a periodic timer is used for refreshment of the location update information.

8.1.3 
Location Update (Re-registration)
When the MT continues to move in the network and thus change its location ID, it must also update the newly obtained location ID to the LM. If the MT changes its IP address within the local network (i.e., under the control of the same LM), the MT has only to update its location for the local LM. In other words, the local LM may not forward the LU message toward the home LM.

The following figure shows the information flows for the location update (or re-registration) for the MT, where the MT moves around within the network of local LM. The exchange of the LU and LU-ACK will be done between the MT and local LMs.
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Figure 8. Location Update (Re-registration) within a local LM network

On the other hand, if the MT moves into another new local network and thus changes the corresponding local LM, the new local LM will forward the LU message to the home LM, as done in the Location Registration.

The following figure shows the information flows for the location update (or re-registration) for the MT. The exchange of the LU and LU-ACK between local and home LMs will be done if the local LM for the MT is changed. The new local LM will send the location update message (the request of location de-registration of the MT) to the old local LM, instead of the MT.
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Figure 9. Location Update (Re-registration) across local LM networks 

These location update procedures will be repeated when the MT changes its corresponding Local LM. By implementation depending on the specific LM scheme, some additional information may be added to the LU and LU-ACK messages for security and authentication. 

It is noted that the specific time of triggering the LU and LU-ACK messages by MT depending on the implementation and deployment. Typically, the Location Update procedures may be performed periodically over the pre-configured LU timer. In this case, if the LU message has not arrived until the LU timer expires, the LM may determine that the location information of the MT became out-of-date.

It is also noted that this scheme can be viewed as a localized MM. As described earlier, if the movement of the MT happens within the coverage of Local LM, then the registration with Home LM will not be done. Accordingly, the Location Management scheme can be beneficial in the viewpoint of reducing the signalling overhead of the home LM.
8.1.4 
Location Query and Reply without session setup signaling
When another external or internal (fixed or mobile) terminal, named the ‘caller,’ wants to communicate with the MT, first of all, the caller terminal should know the current location ID of the called MT. In this case, the location information managed by LM will be used. The caller terminal will first query the home LM about the current location ID (IP address) of the called MT. After getting the current location of the MT, now the caller terminal will begin the call/session establishment and/or the data transport process with the destination MT. 

It is noted that the location query and reply procedures could be differently applied to the services or applications, depending on whether or not they need out-of-band signaling for call/session setup. 

In this section, the following two kinds of variations for the location query and reply are described:

· Location Query and Reply without Session Setup Signaling

· Location Query and Reply with Session Setup Signaling (e. g., for SIP-based applications)

The following figure shows the information flows for the location query and reply without session setup signaling in the MMF.
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Figure 10. Location Query and Reply without Session Setup Signaling

In the figure, the caller terminal contacts with the home LM associated with to the called MT by using the User ID of the MT. It is assumed that the user ID can be used to identify the home LM for the MT. The caller sends a Location Query (LQ) message to the home LM to identify the IP address of the MT. 

The LQ message sent by the caller to the home LM must include the following information:

· User ID of the MT

· Other relevant information on the application or session

Depending on the concerned services, the Location Query procedures may be performed by a special agent such as the SIP proxy. In this case, the agent (e.g., SIP proxy) will include the functionality of the home LM.

From the Location Management scheme described in the previous sections, the home LM knows the IP address of the corresponding local LM to the MT. Accordingly, the home LM will forward the LQ message to the corresponding local LM, as shown in the figure.

By the location management scheme, the local LM knows the current location of the called MT in the mapping table DB. Accordingly, the local LM will reply to the home LM with the LQ-ACK message. In turn, the home LM will respond with the LQ-ACK message to the caller. 

The LQ-ACK message sent by the home LM to the caller must include the following information:

· User ID of the MT

· Location ID of the MT

· Other relevant information on the application or session

With the help of the location query using the LQ and LQ-ACK messages, the external/internal terminal can communicate with the MT. By the way, in the case that the MT first initiates a session with the fixed terminal, the MT does not need any help of the location management, as we can see an example in which the MT connects to the well-known Web server in the fixed network.

8.1.5 
Location Query and Reply with session setup signaling
As shown in the example of the SIP-based call setup signaling, when the caller MT first wants to setup the session with the callee MT via an out-of-band signaling, the location query and reply could be done along with the session setup signaling procedures.

In this case, the location query message will also be used for the session setup request such as an SIP INVITE message. In turn, the location reply (LQ-ACK) message will be used to indicate a successful completion of the session setup request, such as an SIP OK message.

The following figure shows the information flows for the location query and reply with the session setup signaling.


[image: image11.wmf]Caller MT

Home LM

Location Query

with Session

Setup Request

(User ID of MT)

LQ-ACK

with Session Setup

(Location ID of MT)

Callee MT

Local LM

LQ-ACK

Data Transport

Session Setup

Request

Location Query

with Session

Setup Request

Session Setup

Response


Figure 11. Location Query and Reply with Session Setup Signaling

In the figure it is noted that the LQ message is delivered to the callee MT for the session setup signaling. The detailed implementation could depend on the specific protocol used for the session setup signaling.

8.2 
Handover Management 

Through the location query and reply procedures, the caller is informed about the current IP address of the called MT, and then begins the call/session establishment and data transport. In a certain case, the location query process could be performed with the session establishment process at the same time, as can be seen in the example of the SIP-based call/session setup signaling.

After the location query and/or session setup signaling, the MT will begin the data transport. The data packets would be exchanged between those two concerned terminals using the standard IP routing.

During the session, if the MT may move into another network region and thus it may obtain a new location ID (IP address) from the network, the handover management should be activated with the help of the Handover Manager (HM), which will be described in the next section.

It is noted that there are many possible ways to provide handover management schemes as shown in the ideas proposed so far. In this Recommendation, the following two promising handover schemes in the context of MM for NGN networks:

· Handover scheme in the network layer; and 

· Handover scheme in the end-to-end transport or session layer.

The main difference between those two schemes is that the first network-layer handover scheme is based on the special agents in the network (possible with the access routers), whereas the second higher-layer handover scheme is done between the corresponding two terminals without the support of the special agents in the network.

In this section, the generic frameworks of those two handover schemes are described. The other approaches and schemes for handover management will be described more in detail in the draft Recommendation HMF.

8.2.1
Handover management in the network layer

The following figure shows the overall architecture of the network-layer handover structure. 
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Figure 12. Handover Management Scheme in the Network Layer

In the figure, it is assumed that an external terminal is communicating with the MT, which is located in the AR1 region, after the location query and/or session establishment. The AR, which the MT firstly contacts with in the AN, is called ‘anchor AR’. In the figure, the AR1 is acting as such an anchor AR, and the data packets will be delivered to the MT via AR1.

The MT is now moving into the AR2 and AR3, in turn. When the MT is entering the AR2 region, the concerned ARs (HMs) will perform the handover signaling so that the data packets destined to the MT (i.e., location ID obtained in the AR1 region) are forwarded into the AR2 region. To do this, the tunneling between AR1 and AR2 may be established. At this point, the external terminal is not aware of the new location ID of the MT that is obtained in the AR2 region. Only the anchor router (AR1) will be aware of the new location ID of the MT. 

As for the tunneling between AR1 and AR2, the tunnel is used based on the assumption that the ARs in the network use the standard IP routing. If a virtual connection between ARs is used in the pre-configured manner, the tunneling may not be necessary, in which each AR updates its own routing table as per the handover signaling without using any tunnel for data forwarding. In a certain case, for a short time period of handover, the bi-casting may be used instead of the tunneling. That is, the anchor point may send the data packets both to location ID 1 and ID 2 at the same time.

Regardless of this handover flows, the location update process will be performed between the MT and LM. Meanwhile, the AR2 will deliver the tunneled data packets to the MT.

The MT is now going to the AR3 region. In this case, the tunneling relationship will be established between AR1 (anchor AR) and AR3 (new AR) in the similar way. The external terminal still sends the data packets to the MT over the old location ID that the MT got in the AR1 region.

The anchor AR may be changed only when the MT moves into a new access network (e.g., AN2 in the figure). In this case, the tunneling relationship needs to be extended between two anchor ARs, possibly with intervention of the Core Network. This inter-AN tunneling is still for further study.

The following figure illustrates an example of the information flows for the handover management.
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Figure 13. Information Flows for Handover in the Network Layer 

In the figure, when AR1 receives the packets destined to the MT from an external or internal terminal, it delivers the packets directly to the MT based on the standard IP routing scheme. When the MT moves to AR2, the AR1 exchanges relevant signaling messages with the AR1 together with the tunnel establishment process. If the signaling for handover is completed, the AR1 will intercept and forwards the data packets destined to the MT toward AR2. The AR2 will now deliver the tunneled packets to the MT. 

If the MT moves again from AR2 to AR3, the signaling operations will be performed between AR1 and AR3 (possibly together with AR2 for termination of the tunnel). AR3 and AR1 will exchange the messages required to establish the forwarding path for tunneling. The AR1 then forwards the data packets for the MT toward AR3. Finally AR3 delivers the packet to the MT. 

The functional flows described above will be repeated each time the MT moves into a new AR region within the AN. If the MT moves into another AN, the anchor AR will be changed in to an AR in the new AN, and inter-AN (between the old and new anchor ARs) handover will be activated.

8.2.2
Handover management in the session and application session layer

The handover management scheme can also be performed between the two concerned terminals in the end-to-end session and application layer, without the intervention of the intermediate network agents. Accordingly, all of the semantic for handover will be kept only by the end terminals. Moreover, the support of the special agents in the network is not required, such as the tunneling. In this respect, the Handover Manager (HM) is implemented into the end terminals including the MTs.

The following figure shows the handover management scheme in the session or application layer.
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Figure 14. Handover Management Scheme in the end-to-end session

In the figure, the MT exchanges the handover request and response messages with the external terminal, whenever it moves into a new network region and gets another new location ID (or IP address). Compared to the network-layer handover case, this higher-layer handover scenario may induce a worse handover performance (such as a larger handover latency), which may depend on the implementations. However, this model will not require additional handover agents in the network.  

The following figure shows the corresponding functional information flows in the higher layer. 
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Figure 15. Information Flows for Handover in the end-to-end session 

In the figures, it is noted that the handover signaling operations are performed directly between the two terminals, without the intervention of the network agents. Any tunneling scheme is not used. Typically, the handover signaling operations could be provided in the corresponding session or application layer protocol, as can be seen in the example of SIP-based handover.

9 
MM Scenarios by Services Models 

This section reviews the MM framework so far described in terms of the application services models. For this purpose, the application services models are classified into the following two models:

· Client-Server (C-S) services model

· Peer-to-Peer (P-P) services model

In general, the C-S services model will not require the location management such as location query and reply, since the fixed server would use a well-known port number and IP address (or hostname) for the location ID in the services provider side. On the other hand, in the P-P service model, the location management function is required for locating the peer terminal, as shown in the typical VoIP applications.

It is noted that the location management functionality should be provided for all the MTs, since it is a basic MM functionality whether or not the LM functionality is used for a particular application.

9.1  
Client-Server Services Model

In the C-S services model, the client  (MT) will request an application service to a well-known fixed server. Typically, the client MT will be a subscriber to a service provider, whereas the fixed server will be located in the domain of the service provider. The client initiates an application session with the fixed server. In this context, the C-S services might not require the location management functionality.

The application sessions of the C-S services can also be categorized into:

1) Short-lived sessions (e.g., e-mail, Web, etc);

2) Long-lived sessions for non-real time services (file transfer, video/music download, etc);

3) Long-lived sessions for real-time services (Interactive VoD or AoD, etc).

A short-lived session in the C-S model will usually be implemented in the request-response fashion, as shown the e-mail or Web services. This kind of services might not require the handover management, since the services will be completed in the short time interval. On the other hand, the access management will performed for authentication of the user and authorization for the services. The session management may not be subject to this kind of session.

The long-lived sessions can be further classified into the non-real time services and real-time services. A long-lived session will generally be required for both the session management and handover management, since the information on session states needs to be maintained both for users and service provider.

In the handover management point of view, the long-lived non-real time sessions tends to be loss-sensitive rather than the delay-sensitive, since the session does not require any urgent interactions between two end users. That is, this kind of session might require a reliable data transfer (loss-sensitive) and allow the slightly longer handover latency within a reasonable time limit. Accordingly, in the MMF point of view, an end-to-end transport/application layer (e.g., SIP-based handover) could be employed for the handover scheme. In this handover scheme, the main objective is to keep the session continuity for the users or application sessions.

On the other hand, the long-lived real-time sessions are much sensitive to the handover latency, as shown in the interactive VoD/AoD applications. Accordingly, a handover scheme to minimize the handover latency is required in the network layer, in which some handover managers will be deployed for the seamless and fast handover support.

9.2 
Peer-to-Peer Services Model

In the P-P services model, the two end users communicate each other, which requires the location management for an endpoint to locate the corresponding endpoint.

The application sessions of the P-P services can also be categorized into:

1) Short-lived sessions (e.g., short message services, etc);

2) Long-lived sessions for non-real time services (multimedia messenger services, etc);

3) Long-lived sessions for real-time services (Voice over IP, etc).

In the P-P services model, the other MM functional requirements, other than the location management, could be applied the same with the C-S model. That is, the requirements for the handover, access and session management are given to each of the short-lived and long-lived sessions, as done in the C-S model.

A short-lived session in the P-P model will usually be implemented in the request-response fashion between two end users. This kind of services might not require the handover management, since the services will be completed in the short time interval. On the other hand, the access management will performed for authentication of each user and authorization for the services. The session management may not be subject to this kind of session.

The long-lived sessions in the P-P model can also be classified into the non-real time services and real-time services. A long-lived session will require both the session management and handover management, since the information on session states needs to be maintained both for users and service provider.

In the handover management point of view, the long-lived non-real time sessions in the P-P model are loss-sensitive, rather than delay-sensitive. Accordingly, an end-to-end transport/application layer (e.g., SIP-based handover) could be employed with the guarantee of reliable data transfer for the handover scheme. 

As such in the C-S model, the long-lived real-time sessions are much sensitive to the handover latency, as shown in the VoIP applications. Accordingly, a handover scheme to minimize the handover latency is required in the network layer, in which some handover managers will be deployed for the seamless and fast handover support.

9.3 
Concluding Remarks 
In the location management point of view, the application services models can be divided into the client-server model and peer-to-peer model. Each of the two services model can be also classified into the short-lived and long-lived sessions. The long-lived sessions can be further categorized as non-real time services and real-time services.

Table 1 summarizes the discussion of the MM scenarios by the MMF in the NGN networks.

Table 1. MM Scenarios by MMF

	Services

Model
	Features
	Services

Examples
	MM Functionality

	
	
	
	LM 
	HM (loss- or delay-sensitive)

	Client-Server
	Short-lived
	e-mail, Web
	Not Required
	Not Required

	
	Long-lived

(non-real time)
	File download
	Not Required
	Required (loss-sensitive)

	
	Long-lived

(real time)
	Interactive VoD
	Not Required
	Required (delay-sensitive)

	Peer-to-Peer
	Short-lived
	Short message service
	Required
	Not Required

	
	Long-lived

(non-real time)
	Multimedia messenger service
	Required
	Required (loss-sensitive)

	
	Long-lived

(real time)
	Voice over IP
	Required
	Required (delay-sensitive)


Appendix A. An Example Network Configuration of Local LMs and Home LM
This Annex describes the relationship between the mobility management classification and mobility manager functionalities. 
LM is used for the location registration and location update with USER ID and Location ID. LM is classified into Local LM (LLM) and Home LM (HLM). On the other hand, HM is used for seamless handover (session continuity) of mobile terminal (MT).
Such basic mobility managers need to be interworking with other management entities such as Access manager (AM) for authentication and authorization (e.g., AAA server), and Session Manager (SM) for session management for MTs (e.g., SIP servers).
The following figure shows an example configuration of those Mobility Managers. 
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Figure A.1. Relationship between MM Classification and MM functionalities
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