November 2005 
             doc.: IEEE 802.22-05/0103r0
May 2006 
                                            doc.: IEEE 802.22-06/0049r0

IEEE P802.22
Wireless RANs
	Technology Proposal Clarifications for IEEE 802.22 WRAN Systems 

	Date: 2006-03-20

	Author(s):

	Name
	Company
	Address
	Phone
	email

	Linjun Lu
	Huawei Technologies
	Shenzhen, China
	86-755-28973119
	lvlinjun@huawei.com

	Soo-Young Chang
	Huawei Technologies
	Davis, CA, U.S.
	1-916 278 6568
	sychang@ecs.csus.edu

	Jianwei Zhang
	Huawei Technologies
	Shanghai, China
	86-21-68644808
	zhangjianwei@huawei.com

	Lai Qian
	Huawei Technologies
	Shenzhen, China
	86-755-28973118
	qlai@huawei.com

	Jianhuan Wen
	Huawei Technologies
	Shenzhen, China
	86-755-28973121
	wenjh@huawei.com

	Vincent K. N. Lau
	HKUST
	Hong Kong, China
	852-2358-7066
	eeknlau@ee.ust.hk

	Roger S. Cheng
	HKUST
	Hong Kong, China
	852-2358-7072
	eecheng@ee.ust.hk

	Ross D. Murch
	HKUST
	Hong Kong, China
	852-2358-7044
	eermurch@ee.ust.hk

	Wai Ho Mow
	HKUST
	Hong Kong, China
	852-2358-7070
	eewhmow@ee.ust.hk

	Khaled Ben Letaief
	HKUST
	Hong Kong, China
	852-2358-7064
	eekhaled@ee.ust.hk


[image: image265.bmp][image: image266.wmf]

	Co-Author(s):

	Name
	Company
	Address
	Phone
	email

	Edward K. S. Au
	HKUST
	Hong Kong, China
	852-2358-7086
	eeedward@ee.ust.hk

	Peter W. C. Chan
	HKUST
	Hong Kong, China
	852-2358-7086
	peter@ee.ust.hk

	Ernest S. Lo
	HKUST
	Hong Kong, China
	852-2358-7086
	eeern@ee.ust.hk

	Lingfan Weng
	HKUST
	Hong Kong, China
	852-2358-7086
	lingfan@ee.ust.hk

	Zhou Wu
	Huawei Technologies
	Shenzhen, China
	86-755-28979499
	wuzhou@huawei.com

	Jun Rong
	Huawei Technologies
	Shenzhen, China
	86-755-28979499
	rongjun@huawei.com

	Jian Jiao
	Huawei Technologies
	Beijing, China
	86-10-82882751
	jiao_jian@huawei.com

	Mingwei Jie
	Huawei Technologies
	Shenzhen, China
	86-755-28972660
	jiemingwei@hauwei.com


Contents

71.
References


72.
Overviews


83.
Channel Sensing


83.1.
Guard Intervals for Extra Quiet Period in TDD WRAN System


83.1.1.
Introduction


83.1.1.1.
Field of the Proposal


83.1.1.2.
Background


83.1.1.3.
Summary of the Proposal


93.1.2.
Description of the Preferred Embodiments


93.1.2.1.
Objective


93.1.2.2.
The Description


123.1.2.3.
Performance Gain


133.2.
Region based Bayesian method for RF sensing in WRAN system


133.2.1.
Field of Algorithm and Background


133.2.2.
Summary of the Algorithm


133.2.2.1.
Objective


133.2.2.2.
The Description


143.2.2.2.1.
Definitions and Assumptions


163.2.2.2.2.
Data fusion Algorithm


183.2.2.3.
Improvement


253.3.
The MAC management message for channel sensing


253.3.1.
Introduction


253.3.2.
Measurement Message


263.3.2.1.
Measurement Request (MS-REQ)


263.3.2.1.1.
Channel-basis Channel List


263.3.2.1.2.
Interval-basis Channel List


273.3.2.2.
Measurement Report (MS-REP)


273.3.2.2.1.
Incremental Measurement Report


273.3.2.2.2.
Full Measurement Report


283.3.3.
Example


293.4.
Pilot design for channel estimation and interference detection in WRAN system


293.4.1.
Introduction and usage scenario


293.4.2.
Pilot design and the interference detection method


293.4.2.1.
Downlink pilot design


303.4.2.2.
Interference detection by the pilot design


313.4.3.
Simulation results


344.
Radio Resource Allocation


344.1.
Effective and flexible structure for CPE CSIT collection at base station for TDD/FDD OFDMA architecture


344.1.1.
Introduction


344.1.2.
Polling (request) based CSIT collection


344.1.3.
Details of the polling and feedback format


344.1.3.1.
Polling (request)


374.1.3.2.
Feedback format


374.1.4.
Conclusions


384.2.
Downlink multiuser resource allocation algorithm for OFDMA-based QoS-enabled WRAN system


384.2.1.
Introduction


394.2.2.
Proposal resource allocation algorithm


394.2.2.1.
Objective


394.2.2.2.
System model


404.2.2.3.
Algorithm features


404.2.2.3.1.
Interference Avoidance to Incumbent Users


404.2.2.3.2.
Two-layer resource allocation algorithm


414.2.2.4.
Problem formulation algorithm details


414.2.2.4.1.
Layer-1: Sub-band assignment


424.2.2.4.2.
Layer-2: Sub-channel power and rate allocation within a sub-band


464.2.3.
Performance evaluation


464.2.3.1.
Layer-1: Sub-band assignment


484.2.3.2.
Layer-2: Sub-channel power and rate allocation within a sub-band


514.3.
Joint dynamic frequency selection and power control with user specific transmit power mask constraints in uplink WRAN systems using OFDMA scheme


514.3.1.
Introduction


524.3.2.
Proposal algorithm


524.3.2.1.
Summary of the algorithm


534.3.2.2.
Object


534.3.2.3.
The description


534.3.2.3.1.
Layer-1: Sub-band allocation among users


544.3.2.3.2.
Layer-2: Sub-channel power and rate allocation within a sub-band


564.3.3.
Performance evaluation


564.3.3.1.
Layer-1: Sub-band assignment


584.3.3.2.
Layer-2: Sub-channel, Power and Rate Allocation within a Sub-band


61Appendix A: Analysis on Impact of (




List of Figures
9Fig. 1 Frame structures without adaptive guard interval control


10Fig. 2 Frame structures with adaptive guard interval control


11Fig. 3 Frame structures when adopting two algorithms


12Fig. 4 Frame structures with and without adaptive guard interval control


14Fig. 5 PIT Region and Protection Region


15Fig. 6 Detection Region of a sensor


16Fig. 7 Information from CPEs influence each other


17Fig. 8 Implementation flowcharts of the algorithm


18Fig. 9 PIT region based on the union algorithm


19Fig. 10 PIT region based on the proposed region-based algorithm


20Fig. 11 The ratio of area of PIT region to the total area of interest (PF,i = 0.01)


20Fig. 12 Comparison of probability of miss (PF,i = 0.01)


21Fig. 13 The ratio of area of PIT region to the total area of interest (PF,i = 0.1)


21Fig. 14 Comparison of probability of miss (PF,i = 0.1)


22Fig. 15 Impact of estimated λ to probability of miss (PF,i = 0.1)


22Fig. 16 Impact of estimated λ to the ratio of area of PIT region to the total area of interest (PF,i = 0.1)


24Fig. 17 Transceivable region obtained from the region-based algorithm.


25Fig. 18 Ratio of the computational complexity of the region-based algorithm to that of the Union algorithm


28Fig. 19 An example of a measurement management process


30Fig. 20 Proposed pilot design for the WRAN downlink


31Fig. 21 The mechanism for the interference detection


31Fig. 22 Proposed pilot design for the WRAN downlink


32Fig. 23 Detection probability for the case there are only 2 pilots on one sub-carrier.


33Fig. 24 Detection probability for the case there are only 5 pilots on one sub-carrier.


39Fig. 25 The concept of  sub-carrier, sub-channel and sub-band in an OFDMA-based WRAN system


41Fig. 26 The two-layer structure of the multiuser resource allocation algorithm


49Fig. 27 Sum rate comparison of three allocation schemes for FFT size 1024 and the effects of channel quantization: (i) optimal SPA, (ii) random SA and optimal PA, and (iii) random SA & equal PA.


50Fig. 28 Percentage loss of sum rate for the optimal sub-channel and power allocation due to channel quantization.


50Fig. 29 Number of iterations required for convergence with 3-bit channel quantization and power constraint accuracy of 99.999998%.


51Fig. 30 Percentage of the occurrence of sub-channel sharing with the application of 3-bit channel quantization.


51Fig. 31 Percentage loss of sum rate among the cases of subchannel sharing with sharing factor quantization for the optimal subchannel and power allocation.


52Fig. 32 DFS in uplink WRAN system, including both sub-band allocation and sub-channel allocation


59Fig. 33 Rate comparisons of two different allocation schemes with perfect and quantized channel information.


60Fig. 34 Average number of iterations required for each loop.


60Fig. 35 Average number of loops required for convergence


62Fig. 36 Decision curves of θ : the region excluded from PIT region only around the peak of Pmiss




List of Tables
26Table 1 Measurement Request


26Table 2 System Type


26Table 3 Channel-basis Channel List


26Table 4 Interval-basis Channel List


27Table 5 Measurement Report


27Table 6 Incremental Measurement Report


27Table 7 Full Measurement Report


35Table 8 CSIT_Collection_Request for active CPEs


36Table 9 Feedback_Control Message


37Table 10 CSIT_Collection_Request for inactive CPEs


37Table 11 CSIT_Feedback_Format


42Table 12 An example of sub-band and sub-channel allocation results


47Table 13 Subchannel power masks in the example for the Layer-1 algorithm.


48Table 14 Sub-channel allocation and sub-channel data rate for the Layer-1 algorithm example with 40 sub-channels per sub-band.


48Table 15 Effect of different user allocation algorithms on the sub-band data rate per user with 60 users per sector.


57Table 16 Sub-channel power masks and the approximated sub-channel data rate in the example for the Layer-1 algorithm


57Table 17 CPE assignment and the corresponding sub-channel data rate for the Layer-1 algorithm example.


58Table 18 Sub-channel allocation and corresponding data rates for the Layer-1 algorithm example with 40 sub-channels per sub-band (brackets show sub-channel allocation results before rounding)


58Table 19 Channel Model Used in Evaluation of the WRAN Systems




1. References

[1]
Y. C. Liang et al., “System description and operation principles for IEEE 802.22 WRANs”, IEEE 802.22-05/0093r0, November 2005.

[2]
M. G. Rabbat and R. D. Nowak, “Decentralized source localization and tracking”, in Proceedings of IEEE ICASSP 2004, May 2004, pp. III.921–III.924.
[3] 
Y. Ohta, M. Sugano, and M. Murata, “Autonomous localization method in wireless sensor networks,” in Proceedings of Third IEEE International Conference on Pervasive Computing and Communications Workshops, March 2005, pp. 379–384.
[4] 
J. C. Chen, R. E. Hudson, and K. Yao, “Maximum-likelihood source localization and unknown sensor location estimation for wideband signals in the near-field,” IEEE Transactions on Signal Processing, vol. 50, pp. 1843–1854, August 2002.

[5] 
X. Sheng and Y. H. Hu, “Maximum likelihood multiple-source localization using acoustic energy measurements with wireless sensor networks,” IEEE Transactions on Signal Processing, vol. 53, pp. 44–53, January 2005.

[6] 
A. Pandharipande et al., “Technology package proposal for IEEE 802.22”, IEEE 802.22-05-0099-00-0000, November 2005. 

[7] 
T. A. Weiss and F. K. Jondral, “Spectrum pooling: an innovative strategy for the enhancement of spectrum efficiency,” IEEE Communications Magazine, vol. 42, pp. S8–S14, March 2004.

[8] 
T. A. Weiss, J. Hillenbrand, A. Krohn, and F. K. Jondral, “Efficient signaling of spectral resources in spectrum pooling system,” in Proceedings of 10th Symposium on Communications and Vehicular Technology, November 2003.

[9] 
G. Chouinard, “WRAN Reference Model (IEEE 802.22-04/0002r12),”  September 2005.
[10] 
E. Sofer and G. Chouinard, “P802.22-05-0055-07-0000 WRAN channel modeling,” September 2005. 

[11]
C. R. Stevenson, C. Cordeiro, E. Sofer, and G. Chouinard, “Functional requirements for the 802.22 WRAN standard,”doc.: IEEE 802.22-05/0103r0, September 2005.
[12]
T. S. Rappaport, Wireless Communications: Principles and Practice, 1st edition. Prentice Hall, 1998.

[13]
D. I. Kim, E. Hossain, and V. K. Bhargava, “Dynamic rate and power adaptation for provisioning class-based QoS in cellular multirate WCDMA systems,” IEEE Transactions on Wireless Communications, vol. 3, pp.1590–1601, September 2004.
[14] 
X. Qiu and K. Chawla, “On the performance of adaptive modulation in cellular systems,” IEEE Transactions on Communications, vol. 47, pp. 884–895, June 1999.
[15]  G. Song and Y. Li, “Cross-layer optimization for OFDM wireless networks - Part I: theoretical framework,” IEEE Transactions on Wireless Communications, vol. 4, pp. 614–624, March 2005.
[16]  C. Y. Wong, R. S. Cheng, K. B. Letaief, and R. D. Murch, “Multiuser OFDM with adaptive subcarrier, bit and power allocation,” IEEE Journal on Selected Areas of Communications, vol. 17, pp. 1747–1758, October 1999.

[17]  C. H. Yih and E. Geraniotis, “Adaptive modulation, power allocation and control for OFDM wireless networks,” in Proceedings of the IEEE 11th International Symposium on Personal, Indoor and Mobile Radio Communications, September 2000, pp. II.809–II.813.
2. Overviews
The IEEE 802.22 WRAN operates in the VHF/UHF TV bands using cognitive radio technology. It coexists with other license-exempt devices such as wireless microphones and it cannot bring interferences to them. The proposal document contains two types of methods/algorithms on RF sensing and radio resource allocation, with key attributes as follows.
RF Sensing
· One better quiet period design;
· One Region based Bayesian method for RF sensing in WRAN system, and notice that it is not only for OFDMA-based WRAN systems;
· One sensing overhead scheme;
· One OFDM pilot scheme for WRAN system.
Radio resource allocation:

· One resource allocation for OFDMA-based QoS-enabled IEEE 802.22 WRAN system, for both uplink and downlink;
· One proposal for DFS Output and Feedback. These schemes are for DFS and sensing in the WRAN.
3. Channel Sensing

3.1. Guard Intervals for Extra Quiet Period in TDD WRAN System

3.1.1. Introduction
3.1.1.1. Field of the Proposal
In this section, we shall propose an asynchronous quiet period for the WRAN systems with TDD (time division duplex) and OFDMA (Orthogonal Frequency Division Multiple Access) deployment. Specifically, this asynchronous quiet period comes from the guard intervals in a TDD frame. While these asynchronous quiet periods can only be used to sense some particular sub-carriers in which a CPE (Consumer Premise Equipment) is occupying at, no additional system overhead is required. Moreover, this is particular important for in-service monitoring, where the CPE is required to monitor the sub-bands it is occupying.

3.1.1.2. Background
The 802.22 (WRAN) systems are designed to operate in the VHF/UHF TV broadcast bands between 47MHz-910MHz. Because there are incumbent systems such as TV and Part 74 devices operating in this frequency band, both are licensed and unlicensed, the 802.22 devices should be able to detect the signals from other systems which are using the same frequency band in order to avoid the mutual interference. Hence, scheduled quiet periods are important for the 802.22 devices to sense the channels. Note here that quiet period is a period that all WRAN devices stop transmission on a particular channel and sense the signals from the incumbent systems without interference from the WRAN system.

One possible approach of implementing the quiet period is to dedicate a time interval in which all WRAN devices stop transmission in all channels available in the system. In this way, each WRAN device can not only sense in one channel (for the active WRAN device, the channel is usually the one the device occupies), but all channels in the system. Thus, the awareness of WRAN systems to the surrounding radio environment can be enhanced. Throughout this document, we refer this type of quiet period as “synchronous quiet period”.  

Besides the synchronous quiet period, we define asynchronous quiet period as the time interval in which only the WRAN devices (one or multiple) that occupies a particular channel stops transmission at this channel. In this way, a period in which WRAN signals are absent is created and it can be used for channel sensing. Hence, every channel may have the quiet period at different intervals (may be different in starting points and lengths).

3.1.1.3. Summary of the Proposal
The present proposal relates to the WRAN systems and in particular to an approach of using guard intervals as asynchronous quiet periods in WRAN systems with the deployment of TDD and OFDMA, comprising:

· means for using the guard intervals from uplink to downlink as asynchronous quiet periods;

· means for shortening or eliminating the guard intervals from downlink to uplink;

· means for replacing some OFDM symbols by quiet periods such that the sensing accuracy can be improved. 

The advantages of the presented proposal are as follows. (1) This asynchronous quiet period can be used to handle the in-service monitoring, where the CPE is required to monitor the sub-bands it is occupying. (2) For the standby CPE’s or CPE’s that are capable of sensing channels other than the ones they are transmitting on, this extra asynchronous quiet period allows these devices to sense these asynchronously quiet channels.
3.1.2. Description of the Preferred Embodiments
3.1.2.1. Objective

In the following, we shall describe our scheme of asynchronous quiet period. Compared with the afore-mentioned prior works, our scheme makes full use of the guard interval and hence, it does not introduce system overhead. More importantly, one main objective is to maintain the flexibility on asynchronous quiet periods such that they can be assigned on demand.
3.1.2.2. The Description

Follow the frame structure of IEEE802.16, a TDD frame can be split into two sub-frames, in which one sub-frame is used for downlink transmission while the other is for uplink transmission. Because OFDMA is assumed, uplink OFDM symbols should be synchronized at the base station by means of guard interval and it is usually considered as a system overhead. However in this document, we shall show by examples that this guard interval can be used as asynchronous quiet periods for CPE’s.


[image: image1]
Fig. 1 Frame structures without adaptive guard interval control

Consider a scenario in Fig. 1 in which two CPE’s, namely CPE1 and CPE2, located away from the base station by distances d=0 and d=R, respectively, where R is the cell radius. In other words, CPE1 is close to the base station and CPE2 is at the edge of a cell. The figure above shows the timing diagram at these two CPE’s. It can be observed from the figure that each of which has a frame with 8 OFDM symbols, in which the first 4 symbols are for downlink transmission whereas the remaining half is used in uplink transmission. For CPE1, a guard interval (GI) of length 2τ is required at the switching point from downlink to uplink, where τ = R/C and C is the speed of light. For CPE2, the guard interval is at the switching point from uplink to downlink and its duration is also 2τ. As a remark notices that whereas the GI from downlink (DL) to uplink (UL) for CPE1 is artificially inserted, the GI from UL to DL for CPE2 is due to the natural propagation delay. In addition, if there is another CPE located away from the base station by the distance 0<d<R, the timing diagram of this CPE will contain two guard intervals in both switching points, and the total length of these two guard intervals is 2τ. 

At each CPE, there is no signal transmitting or arriving within the guard intervals. Hence, a CPE can make use of these periods to sense the channels that it is occupying. However, a CPE may not be able to sense the channels that are occupied by other CPE’s at this interval since the guard intervals are not synchronized at CPE’s with different locations. For example if CPE1 is using sub-carrier #1 and CPE2 is using sub-carrier #2, then it can be guaranteed within the guard interval of CPE2 that there is no WRAN signal in sub-carrier #2. However, there is still a WRAN signal in sub-carrier #1 which comes from CPE1. As a result, CPE2 cannot sense the channel of CPE1.


[image: image2]
Fig. 2 Frame structures with adaptive guard interval control
The example above has depicted how the guard intervals that are primarily used for OFDM symbol synchronization can be used as extra quiet periods. Now we shall show that by using adaptive guard interval control, the frame structure can be more flexible. For the frame structure as previously shown, CPE1 should wait for CPE2 during the uplink transmission such that their first uplink symbols can be synchronized at base station. Here, we relax this requirement as follows. As shown in the Fig. 2, instead of synchronizing with the first uplink symbol of CPE1, the first uplink symbol of CPE2 can be synchronized with the second uplink symbol of CPE1. In this way, CPE1 can transmit in advance and be able to transmit more OFDM symbols, and more importantly, the length of guard interval from downlink to uplink can be reduced. 

Usually, there should be a gap between the DL and the UL sub-frames because of various reasons such as the hardware limitation and the delay spread of the multi-path channel. For example, the length of the fourth DL OFDM symbol of CPE2 in Fig. 2 will be stretched due to the multi-path of the channel. Hence, it is possible that this OFDM symbol will be interfered by the first UL OFDM symbol of CPE1 at the side of CPE2. To avoid this interference, the gap between the DL and the UL sub-frames should be at least as long as the channel delay spread.  In this document, we do not consider the reason why there should be a gap between these sub-frames. Instead, we assume a large enough duration L that can satisfy all length requirements on the gap. Hence, when scheduling the adaptive guard interval control, the BS should guarantee that for each user, there is a gap with a length of L between the DL and UL sub-frames.

Here, we use an example to show two algorithms of scheduling the gaps between the DL sub-frames and the UL sub-frames. As mentioned above, we assume L is the minimum duration which can satisfy all length requirements on the gap. Consider a scenario in Fig. 3 in which two CPE’s, namely CPE1 and CPE2, located away from the base station by different distances. CPE1 is closer to the BS. We use L1 and L2 to denote the length of the gaps of CPE1 and CPE2 respectively.

· Algorithm 1: The CPE which is closest to the BS should transit from DL to UL as soon as possible, and the UL sub-frames of other CPE’s are synchronized with that of the closest CPE in OFDM symbol level. Fig. 4(a) illustrates an example of the frame structure when adopting algorithm 1. For CPE1, according to the algorithm 1, L1=L. Furthermore, the 1st UL symbol of CPE2 is synchronized with the 3rd UL symbol of CPE1 under the constraint that L2≥L.
· Algorithm 2: The BS should minimize the total length of the gaps of all CPE’s. In details, for each CPE, the BS should evaluate that if this CPE transits from DL to UL without any waiting, what the total length of the gaps of all CPE’s is. Then, the BS chooses the very user which leads to the minimum length of the gaps, and notifies it. In the transmission, the user chosen in the first step transits from DL to UL as soon as possible. The UL sub-frames of other CPE’s are synchronized with that of the chosen CPE in OFDM symbol level as soon as possible. Fig. 4(b) illustrates an example of the frame structure when adopting algorithm 2. The BS should minimize L1+L2 with the constraint that L1≥L and L2≥L. Compared to the example of algorithm 1, we can observe that by enlarging L1, it’s possible to let the 1st UL symbol of CPE2 synchronize with the 2nd UL symbol of CPE1, and hence, reduce the sum of L1 and L2.

[image: image3]
Fig. 3 Frame structures when adopting two algorithms
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Fig. 4 Frame structures with and without adaptive guard interval control

In order to guarantee enough sensing time, some OFDM symbols in the sub-frame can be replaced by the sensing period. Compared with the original frame structure, flexibility can be enhanced because sensing period can be assigned according to the demand. In addition there is an additional advantage, namely the split quiet period in original frame structure can be merged together. Fig. 4 illustrates this example by considering the frame structure of a CPE that is located away from the base station by the distance 0<d<R. Here, the figure on the top shows the original frame structure while the bottom one shows the frame structure with the proposed adaptive guard interval control. If we replace the fifth uplink symbol time by sensing period, a longer quiet period can be obtained. Hence, the sensing accuracy can be improved while the number of uplink symbols does not decrease when compared with those of the original structure. As a remark also note that when the first uplink symbols of each CPE are synchronized, this new frame structure with adaptive guard interval control will return to the frame structure without adaptive guard interval control which has already been depicted in Fig. 1. 
In the above, we have discussed the adaptive guard interval control as well as the asynchronous quiet periods. How to adapt the guard interval and how to assign the asynchronous quiet periods are completely controlled by the BS. This control process is summarized as follows:

· Step 1: The BS obtains the distance information of each active CPE by ranging.

· Step 2: From the distance information obtained in step 1 and the sensing requirement, the BS determines the following parameters for each active CPE by certain algorithms:

- The length of the gaps between the DL sub-frames and the UL sub-frames.

- The number of OFDM symbols in the UL sub-frame.

- Which OFDM symbols are replaced by sensing period.

· Step 3: The BS broadcasts the parameters elaborated in step 2 to the active CPE’s by certain DL channel.

3.1.2.3. Performance Gain

The proposed adaptive guard interval control can be justified by the following simple example. Assume a system whose cell size is 33km and frame length is 5ms. The round-trip delay is about 0.22ms and the system overhead caused by guard interval is about 4.4%. In other words, about 4.4% of the system bandwidth can be added at least for in-service channel monitoring. For the other standby CPE’s or CPE’s that are capable of sensing channels other than the ones they are transmitting on, this extra asynchronous quiet period even allows these devices to sense these asynchronously quiet channels and achieve gain larger than in-service monitoring. Thus, the system resource allowed for sensing increases significantly and in turn the sensing accuracy can be increased and the system response can be improved in case if an incumbent user suddenly seizes the channel.

3.2. Region based Bayesian method for RF sensing in WRAN system
3.2.1. Field of Algorithm and Background

In WRAN system, distributed sensing algorithm is required to perform RF environment sensing to detect the presence of the incumbent system so as to avoid generating interference to them. The distributed sensing requires the CPEs, which are the user terminals in WRAN system, to perform local measurement and report to the base station (BS). The base station will then perform data fusion to extract information of the presence of incumbent system from the gathered reports together with its own measurement. In this work, we propose a data fusion algorithm that detects the regions where incumbent transmitter or receiver may exist, in the coverage of a WRAN system.

Generally, WRAN system divides the whole spectrum into a number of sub-bands. For any sub-band found to be occupied by some incumbents, the WRAN system may either vacate from the sub-band or adapt the transmission in the sub-band such that the incumbent is not interfered. The problem in the distributed sensing for WRAN system is more challenging than many localization problems. First, the channel between the incumbent transmitter and the sensor is unknown. Moreover, the environment the system is operated at may have large delay spread and hence multipath channel. Second, the possibility that multiple incumbent transmitters of the same type exist in the proximity of a cluster of sensors complicates the problem, where the number of incumbent transmitters is also an unknown. As the signal characteristics of the incumbent transmitters of the same type may be identical, these incumbent transmitters may not have unique identity for the sensors to distinguish.

3.2.2. Summary of the Algorithm
3.2.2.1. Objective

Our proposed algorithm, instead of estimating the number and the precise positions of the incumbent transmitters, tackles the problem from another point of view. The proposed algorithm partitions the cell into a number of disjoint regions and decides whether incumbent transmitters exist in each of these regions. By doing this, it avoids the complexity issues of multiuser target identification and the loss of spatial efficiency of the existing incumbent detection algorithm [6][7][8]. The detail of the algorithm is described in the following section.
3.2.2.2. The Description

The WRAN system divides the whole spectrum into a number of disjoint sub-bands. Within each sub-band, the sensing is performed to detect the incumbents. In the following, we define two regions for each frequency sub-band. By determining these regions, the dynamic frequency selection can optimize the resource allocation while avoiding the interference to the incumbent system:

PIT Region (Potential Incumbent Transmitter): The region where the system estimates that some incumbent transmitters reside within;
Protection Region: The region where the system estimates that some incumbent receivers reside within and hence the strength of the signal from the WRAN system must be lower than some predetermined threshold. With the knowledge of maximum operating range of the incumbent transmitter (RS), this is obtained by moving a circle of radius RS along the boundary of the PIT region and defined by the union of the trace of the moving circle and the PIT region. The relationship of the PIT region and protection region is illustrated in Fig. 5.
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Fig. 5 PIT Region and Protection Region

One approach to obtain the PIT region is to locate the position of an incumbent transmitter
. If we can locate the position of an incumbent transmitter, we can determine the PIT region (whose area is proportional to the variance of estimation error) and the protection region. However with unknown number of targets (incumbent transmitter) and each without unique identity, it is very difficult to locate the target. Moreover, instead of the number and positions of incumbent transmitters in a region, we only care about whether a region needs protection/belongs to PIT region. Hence, we propose a region based RF sensing algorithm in which we focus on the determination of the PIT region since the protection region can be easily obtained from the PIT region and RS. The PIT region is obtained from the feedback of the wireless sensors, which include CPEs and base station in each sub-band. We illustrate the algorithm in one sub-band as follows.
3.2.2.2.1. Definitions and Assumptions

The definitions and assumptions used in the proposed algorithm will be introduced in this part.

3.2.2.2.1.1. Definitions:

Ai:
Detection region. The region where the i-th sensor (
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) can detect an incumbent transmitter within, with a probability of detection (
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) and false alarm rate (
[image: image8.wmf]F

P

).
di:
Feedback from 
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 means that there is no incumbent transmitter is detected within Ai; whereas di=1 refers to the case that 
some incumbent transmitter(s) is(are) detected within Ai. 

d:
The vector {di} of all sensors.
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A particular contiguous region in which every coordinate is covered by the detection regions of the same set of sensors.
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For simplicity, we assume 
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 is circular for all i, with the sensor located at its center in the description hereafter. However the algorithm can be applied to the arbitrary shape of the detection region, depending on the detection characteristics of the sensor. For circular detection region, it is convenient to define the following:
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Detection Radius of a sensor. It refers to the maximum detection range of a sensor. Note that 
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 reflect the detection ability of a sensor, which is illustrated in Fig. 6.

If 
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Fig. 6 Detection Region of a sensor

For each sensor 
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, we define:

Detection probability (for a region θ within the detection region):
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False Alarm probability:
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Note that both
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 can be found in the standard requirement and is assumed known.

3.2.2.2.1.2. Assumptions

1. 
The distribution of incumbent transmitters. Assume the presence of incumbent transmitters (IT) is modelled by the Poisson distribution. That is, the presence of each IT within its detection region is an i.i.d. Bernoulli trial. For region θ, the expected number of ITs is 
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 Hence the probability of no incumbent transmitter within region θ is 
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2. 
Detection process: The detection process of a sensor is modelled by Bernoulli trials.

· The probability of detecting a particular IT by a sensor is independent of its position within the detection region of the sensor.

· Flag di = 1, if at least one IT is detected. Otherwise, 
di = 0.
3.2.2.2.2. Data fusion Algorithm
We determine the PIT region based on the feedback from sensors. If a region θ is only covered by the detection region of one CPE, then whether θ belongs to PIT region or not depends on the feedback of that CPE. However, when multiple sensors are near to each other such that the detection regions of the sensors overlap, we fuse the information from the related sensors to determine if the overlapped region is within the PIT region. Fig. 7 is an example of this situation. S1 is the first sensor which feedback d1=1 when the second sensor S2 feedback d2=0. How should we decide if there is IT within the shaded area? We shall optimize the PIT region by fusing the information of sensors, which are close to each other.
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Fig. 7 Information from CPEs influence each other
One simple way of data fusion is using the union algorithm. The overall PIT region determined by the information from all sensors is obtained from the union of all the PIT regions determined by every single CPE. It is the union of circles centered at the sensors which feedback di = 1. This algorithm has very low computation complexity and low probability of miss (#IT not in PIT region / total #IT) as well. However, it also has a low spatial efficiency, which means the PIT region and the protection region obtained from this algorithm is too large and include too much area that actually can be used by WRAN system. 

Algorithm description:

For each region θ, all the points within which have the same Sθ. The decision rule of the Bayesian method is
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where Cij is cost of deciding Hi(θ), given Hj(θ) is true. C is the cost matrix, for example: 
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. Whenever we declare a sub-band is occupied by an incumbent system while there is no incumbent transmitter within θ, we mistakenly claim it as PIT region and hence it costs us to lose the resource of one sub-band in region θ no matter there is actually an incumbent or not. Such cost is quantified 1 in this example and hence C10=C11=1. The cost C01 refers to the cost of generating interference to the incumbent user and generally should be higher.

Generally, C00<C01 and C11<C10. Then equation (3.2.1) is equivalent to the decision rule: 
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     (3.2.2)
Hence, the algorithm is equivalent to likelihood ratio test with threshold determined by the cost matrix. In addition, θ is classified as a subset of PIT region if and only if i*(θ) = 1.
 To calculate i*(θ) in (1), we need to compute P(d,H0(θ)) and P(d,H1(θ)). For simplicity, assume conditional independence among P(di|Hj(θ)), we have 
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Since:
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Based on Assumption 2, we have 
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Therefore, i*(θ) can be calculated from λ,
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, Ai and the area of the region θ.
The decision of PIT region is summarized as follows:

1. Divide the whole area of interest into partitions θ ={θk}, such that all the points within a region θk are exactly covered by the detection regions of all sensors in Sθk.

2. For each region θk, based on the preset parameters λ,
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, Ai and the area of the region θk as well as the feedback of the CPEs, find i*(θk).
3. The PIT region is θPIT = ∪{θk : i*(θk)=1}.
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(a) System initialization       (b) region-based algorithm      (c) Compute the protection region

Fig. 8 Implementation flowcharts of the algorithm
To further clarify the proposed algorithm, the flowcharts for the process of system initialization, the region based algorithm and deduction of the protection region from the PIT region obtained in the proposed algorithm are shown in Fig. 8(a), (b) and (c), respectively. In the WRAN system, the BS will do initialization (Fig. 8 (a)) once and then iteratively apply the process in Fig. 8 (b) and (c) to detect the PIT region and output the protection region.
3.2.2.3. Improvement
In the simulation, the total area we studied is a 5 km by 5 km square region. The detection radius of a CPE is 500m. PF,i and
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 are 0.01 and 0.9, respectively. There are 400 CPEs and 4 ITs in this area. Fig. 9 and Fig. 10 compare the PIT region based on the union algorithm and our proposed region-based data fusion algorithm. The circles marked the locations of the CPEs, where the blue ones indicate the CPEs reporting di=0 to the BS while the red ones reporting di=1. The black crosses mark the locations of the incumbent transmitters and the purple shaded region is the PIT region. The PIT region other than the actual positions of the incumbent transmitters is regarded as redundant and arises only due to the uncertainty of the location of the incumbent transmitters. This redundant PIT region decreases the spatial resources and should be minimized as much as possible. We can find that both algorithms detect all ITs, while the ratio of PIT region to the whole area of interest is decreased around ten times in the proposed algorithm.
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Fig. 9 PIT region based on the union algorithm
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Fig. 10 PIT region based on the proposed region-based algorithm

The performance of the proposed method relies on the density of CPEs. Fig. 11 and Fig. 12 are the performance comparison of the union algorithm and the region-based algorithm under different CPE densities. PF,i = 0.01 for each subband is assumed. We can conclude that with little increase of the probability of miss, the redundant PIT region is dramatically decreased in the proposed algorithm and hence all the resources are used more efficiently. Moreover, when the CPE density increases, the PIT region obtained from our proposed algorithm will decrease. With a high CPE density, the position of ITs can be roughly located.

Fig. 13 and Fig. 14 are similar to Fig. 11 and Fig. 12 but PF,i = 0.1 for each sub-band is assumed. With a higher false alarm probability, the PIT region obtained from both the union algorithm and proposed algorithm will increase. However the robustness of proposed region based algorithm is much better.
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Fig. 11 The ratio of area of PIT region to the total area of interest (PF,i = 0.01)
[image: image59.wmf]0

2

4

6

8

10

12

14

16

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

CPE density (#CPE/km

2

)

Probability of miss

Union Alg

Region Based Alg


Fig. 12 Comparison of probability of miss (PF,i = 0.01)
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Fig. 13 The ratio of area of PIT region to the total area of interest (PF,i = 0.1)
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Fig. 14 Comparison of probability of miss (PF,i = 0.1)
[image: image62.wmf]10

-4

10

-3

10

-2

10

-1

10

0

10

1

10

2

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Probability of miss -- lambda (Actual lambda = 0.16)

lambda used in the algorithm (#estimated IT/km

2

)

Probability of miss

Union Algorithm

Region Based Alg


Fig. 15 Impact of estimated λ to probability of miss (PF,i = 0.1)
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Fig. 16 Impact of estimated λ to the ratio of area of PIT region to the total area of interest (PF,i = 0.1)
In the algorithm, we fix the density of the incumbent transmitter in the region of interest as a constant λ. However, in practice, it is hard to get a precise value of λ and we may only have a rough estimation. In Fig. 15 and Fig. 16, the red dash-dotted vertical line indicates the position of the actual λ in the region of interest and the x-axis is the estimated λ used in the proposed algorithm. From both figures, we can find out that the impact of λ to the ratio of area of PIT region to the total area of interest is pretty small within the range of 10-2 to 0.5, and so does it to the probability of miss in a large scale. Thus the proposed algorithm is robust to the estimation error of λ within about one order of magnitude and especially more robust to underestimation than overestimation. In Fig. 15, there is a peak around λ=4, which seems counter-intuitive. This phenomenon will be explained in more details in Appendix A.

In addition, the capacity of a WRAN cell is another more direct measurement of the performance of the RF sensing algorithms. The capacity of a cell is usually defined as the total throughput of all the CPEs within the cell. But the evaluation of the actual capacity involves the modelling of the actual locations, path loss, fading of all CPEs and depends on the resource allocation algorithm. This will involve too much complexity and time for simulation and the result is algorithm dependent. Instead, we propose a simple generic measure to quantify the downlink capacity of a cell. For simplicity, we evaluate the capacity in terms of the number of usable sub-bands, where a sub-band is defined to be usable if the BS can send the signal to one or more CPEs in the sub-band without interfering to the PIT region. To guarantee the fairness of the performance comparison of the algorithms, we shall keep the same probability of miss for all algorithms and compare the capacity that is represented by the average usable sub-bands for a BS. The scenario of the comparison is assumed as follows.
(1) 
Ideal sectorized antennas for base station and CPEs with 120-degree sectors. The Front-to-back ratio 
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 is 16dB [9].
(2) 
The radius of a cell is 33km. A cell is divided into 3 sectors. There are altogether 10 clusters of CPEs where each cluster is a circle with radius of 3km and its center is uniformly distributed within a sector. For every cluster, 100 CPEs are uniformly distributed within it.

(3) The minimum required receiving power of a CPE or BS, 
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, is 3dB larger than the maximum WRAN signal power allowed in the protection region, 
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, and the path loss exponent in a cell, 
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(4) 
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. From Fig.10, Pmiss ( 0.15. The probability that some IT is present in a cluster is 0.5.

The motivation of using the cluster based CPE distribution is to resemble the typical WRAN environment, in which a WRAN cell usually covers a very large rural or suburban area including a few towns or several clusters of inhabitants.
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Fig. 17 Transceivable region obtained from the region-based algorithm.
We define the receive region to be the region in which the BS can transmit signal to some CPEs, or equivalently the CPEs can receive the signal from BS, without interfering to the protection region. Similarly, we define the transmit region to be the region in which some CPEs can transmit the signal to BS, without interfering to the protection region. In Frequency Division Duplex (FDD) system, the CPEs transmit and receive signal in different sub-bands. Therefore in the downlink sub-band, the capacity can be characterized by the receivable region alone. In Time Division Duplex (TDD) system, however, the CPE transmit and receive in the same sub-band. Hence, the capacity is characterized by the transceivable region, which is defined as the region in which a CPE can transmit and receive signal without interfering to the protection region (the red sector in Fig. 17 ). Since 
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 In essence, the transceivable region is the intersection of receivable region (radius Drr) and transmittable region (radius 
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The transceivable region obtained from the region-based algorithm for TDD system is illustrated in Fig.17 and it is similar in FDD system. The average numbers of sub-bands available for these algorithms in both FDD and TDD systems are evaluated through simulations and are shown below.

· FDD system with Region-based algorithm: 
32 sub-bands / base station

· TDD system with Region-based algorithm: 
31 sub-bands / base station

From these numbers, we can also conclude that the decrease in the ratio of PIT region actually increases the cell capacity and the proposed algorithm has a much better performance.

As a trade-off, the computation complexity of the proposed algorithm also increases with the CPE density. Fig. 18 compares the computation complexities between the union algorithm and the proposed algorithm. From the figure, we observe that the computational complexity of the proposed algorithm increases with the density of the CPE. At a reasonable CPE density, the complexity of the proposed algorithm is about 10 times of the union algorithm and it converges to less than 14 times of the union algorithm which is acceptable.
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Fig. 18 Ratio of the computational complexity of the region-based algorithm to that of the Union algorithm
3.3. The MAC management message for channel sensing
3.3.1. Introduction

We propose two types of MAC management messages which are used to request channel sensing and report the sensing results . For the former, the BS launches channel sensing at the CPE side by sending them a channel sensing request, which is carried by a MAC management message. On the other hand, the CPE’s report channel sensing results to the BS through the latter type of MAC management message. We shall define the formats of these two types of MAC management message in the following sections. Since our algorithm inherits the MAC management message format of the IEEE 802.16 standard, hence it is compatible with the MAC layer of the IEEE 802.16 standard.

3.3.2. Measurement Message

In this section, we shall first present the measurement request (MS-REQ) management message. This message is transmitted by the BS to one or multiple CPE’s, and it contains instructions on which type of measurements should be performed on which channels, when to perform, how long to perform, and so on. After channel sensing, the CPE’s encapsulate the sensing results into a measurement report (MS-REP) message and feed back to the BS. In this algorithm, we assume the channel sensing is done with a unit of TV channel (with a bandwidth of 6, 7 or 8 MHz). Hence, an index is assigned to each TV channel in order to uniquely identify the channels in the measurement messages.

3.3.2.1. Measurement Request (MS-REQ)

Table 1 illustrates the format of the MS-REQ message. There are 2 optional formats used to indicate the channels to be measured, namely channel-basis channel list and interval-basis channel list. The former is efficient in identifying the channels that are discretely distributed in frequency, while the latter is in identifying the channels that are continuously or almost continuously distributed.
Table 1 Measurement Request
	Syntax
	Size
	Notes

	Management Message Type
	8 bits
	The type of MAC management message

	Transaction ID
	16 bits
	The transaction ID of the corresponding channel measurement request for which a report is required by BS.

	System Type
	8 bits
	The type of incumbent system to be measured. See 
Table 2
. If this field is 0, CPE should sense all incumbent systems.

	Start frame
	8 bits
	Indicate the frame from which channel measurement starts.

	Duration
	8 bits
	The actual duration of the measurement (units in frame).

	Full_Report
	1 bit
	0: Does not request full report.

1: Request full report.

	CINR_Flag
	1 bit
	0: Does not request CPE to report CINR (Carrier Interference-to-Noise Ratio).

1: Request CPE to report CINR for each channel of each incumbent type.

	Channel_List_Format
	1 bit
	0: Channel-basis
1: Interval-basis

	If (Channel_List_Format=0){
	
	

	  Channel-basis Channel List}
	Variable
	See Table 3.

	else{
	
	

	  Interval-basis Channel List}
	Variable
	See Table 4.


Table 2 System Type
	System Type
	Description
	System Type
	Description

	0
	All types
	4
	Part 74

	1
	802.22
	5
	DVB

	2
	ATSC
	6-255
	Reserved

	3
	NTSC
	
	


3.3.2.1.1. Channel-basis Channel List

Table 3 Channel-basis Channel List
	Channel-basis Channel List
	Size
	Notes

	Number of Channels, c
	8 bits
	Total number of channels the CPE should measure.

	for i = 1:c {
	
	

	  Channel Index}
	8 bits
	


3.3.2.1.2. Interval-basis Channel List

Table 4 Interval-basis Channel List
	Interval-basis Channel List
	Size
	Notes

	Number of Intervals, d
	8 bits
	Total number of channel intervals the CPE should measure.

	for i = 1:d {
	
	

	  Starting Channel Index
	8 bits
	The index of the starting channel

	  Number of Channels}
	8 bits
	The number of channels in the current interval


3.3.2.2. Measurement Report (MS-REP)

The channel measurement report is encapsulated in a MS-REP message and fed back to the BS. To reduce the length of the measurement report, we define two optional formats, namely incremental report and full report. The full report includes all the information of channel measurement results. For the latter, it only reports the change of measurement results compared to the report previously sent to the BS. For example, it notifies the BS which channels occupied in the previous measurement are released by incumbent systems and which channels free in the previous measurement are occupied by incumbent systems. Hence, this message format can reduce a significant portion of overhead and is suitable for situations where the channel variation is not very fast.

Table 5 Measurement Report
	Syntax
	Size
	Notes

	Management Message Type
	8 bits
	

	Transaction ID
	16 bits
	

	Report_Detail
	1 bit
	0: Incremental Measurement Report
1: Full Measurement Report

	If(Report_Detail=0){
	
	

	  Incremental Measurement Report }
	Variable
	See Table 6.

	else{
	
	

	  Full Measurement Report}
	Variable
	See Table 7.


3.3.2.2.1. Incremental Measurement Report

Table 6 Incremental Measurement Report
	Syntax
	Size
	Notes

	Number of System Types, n0
	8 bits
	Number of system types that has been detected.

	for i = 1:n0{
	
	

	    System Types
	8 bits
	See 
Table 2
.

	    Number of Channels, mi
	8 bits
	Number of channels occupied by current incumbent system.

	  for j = 1:mi{
	
	

	     Start frame
	8 bits
	Indicate the frame from which the channel measurement starts.

	      Duration
	8 bits
	The actual duration of the measurement (units in frame).

	      Channel Index
	8 bits
	

	      Leave or Arrive
	1 bit
	1: the channel is occupied by the incumbent system.

0: the channel is released from the incumbent system.

	      If(CINR_Flag=1){
	
	

	        CINR}
	8 bits
	

	  }
	
	

	}
	
	


3.3.2.2.2. Full Measurement Report

Table 7 Full Measurement Report
	Syntax
	Size
	Notes

	Number of System Types, n1
	8 bits
	Number of system types that has been detected.

	for i = 1:n1{
	
	

	  System Types
	8 bits
	See 
Table 2
.

	  Number of Channels, mi
	8 bits
	Number of channels occupied by current incumbent system.

	  for j = 1:mi{
	
	

	    Start Frame
	8 bits
	Indicate the frame from which the channel measurement starts.

	    Duration
	8 bits
	The actual duration of the measurement (units in frame).

	    Channel Index
	8 bits
	

	    if(CINR_Flag=1){
	
	

	      CINR }
	8 bits
	

	  }
	
	

	}
	
	


3.3.3. Example


[image: image83]
Fig. 19 An example of a measurement management process
An example of the channel measurement management process is illustrated in Fig. 19  and it can be explained as follows.

(1) At the beginning, the BS requests the CPE to measure all the incumbent systems in channels #1, #3 and #5. In addition, it requires CPE to send back a full measurement report. For the MS-REQ message, it is represented by setting the field of System Type as 0 and the field of Full_Report as 1. In order to specify the channels to be measured in the MAC message, the BS may prefer the Channel-basis channel list because the indices of channels are not continuous.

(2) Suppose channel #1 is occupied by an ATSC system and the channel #3 is occupied by a part 74 system, then the CPE sends all this information back to the BS in a MS-REP message with full report.
(3) Afterwards, the BS still requests the CPE to measure all the incumbent systems in channels #1, #3 and #5. However, the BS does not request a full report.

(4) Suppose now only channel #1 is occupied by an ATSC system while the channel #3 is free. Since a full report is not required, the CPE can use an incremental report to reduce the length of the MS-REP message. As referred to the figure, it only reports that the part 74 system releases channel #3. Combining this report message with the previous report message in (2), the BS can deduce that only channel #1 is currently occupied. 
3.4. Pilot design for channel estimation and interference detection in WRAN system

3.4.1. Introduction and usage scenario
For the OFDM system, there usually exist two kinds of pilot pattern, namely block type and comb type. The block type pilot pattern allocates a whole OFDM block at the beginning of a frame as pilot block and it is suitable for frequency-selective slow-fading channel. The comb-type pilot pattern distributes pilots in different OFDM blocks in a frame. The comb-type pilot pattern is suitable for less-frequency-selective fast-fading channel. The number of pilots in both schemes provides the trade-off between the system performance and the system throughput.

For WRAN system, the channel is slow-fading [10] and the sub-carrier spacing is usually small, around several KHz, so we can assume the channel response is strongly correlated within neighbor sub-carriers, which means we do not need to allocate pilot on every sub-carrier. Furthermore, WRAN systems usually have to detect the interference from the incumbent users like DTV and the wireless microphones to avoid generating harmful interference to the incumbent users, so the interference detection is very important in the WRAN system. In this standard contribution, we propose a pilot design which is suitable for channel estimation in WRAN system and an interference detection method which utilizes the pilots originally designed for the channel estimation. The advantage of the proposed interference detection method is that it can achieve satisfactory performance while requires no extra overhead.

3.4.2. Pilot design and the interference detection method

3.4.2.1. Downlink pilot design 

The proposed pilot design is illustrated in Fig. 20. For each OFDM block, the pilots are allocated every 4 sub-carriers and there are pilots on the first 4 OFDM blocks. The reason why we select these parameters is shown below. 


[image: image84]
Fig. 20 Proposed pilot design for the WRAN downlink
The spacing between the pilots is determined by the frequency selectivity. In WRAN system, the operating bandwidth is about 6 MHz to 8 MHz and it is usually divided into 1024 or 2048 sub-carriers, so the sub-carrier spacing is about several KHz. Although the delay spread in WRAN system is usually large [10], we can still assume the channel response in the neighbor sub-carriers are strongly correlated. As a result, we set the spacing between pilots to be 4 sub-carriers and the channel response on the sub-carriers between pilots will be obtained by interpolation. 

The reason why we place the pilots in the first 4 OFDM blocks is that the channel response in WRAN system is slow-varying [10], so we can assume the channel is stable within a whole frame. And what is more, as illustrated later, the pilots will also be utilized to detect the interference, and place the pilots at the beginning can bring shorter delay. 

The pilot is designed so that Pk,i = -Pk,i+1, where Pk,i denotes the i-th pilot on k-th sub-carrier. For example in Fig. 21, if the leftmost pilot of block 0 is “1”, then the leftmost pilot of block 1 should be “-1”. The reason for this design is to facilitate the interference detection.
3.4.2.2. Interference detection by the pilot design

The basic idea of the interference detection can be illustrated by Fig. 21. In Fig. 21, two pilots are transmitted using different BPSK constellation points. If these two pilots are transmitted on the same sub-carrier of different OFDM symbols in the same frame, which means they suffer from the same channel attenuation (the channel is slow-varying), the received signals corresponding to these two pilots will have the constellation which is a rotation of the original constellation and the symmetric structure of the constellation will not be changed. However, if there is interference on this sub-carrier, the symmetric structure of the constellation is very likely to be changed, which is the underlying idea of our interference detection method. 
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Fig. 21 The mechanism for the interference detection
The idea, which is based on the symmetric structure of the constellation will change if there is interference, actually can be implemented into any constellation sizes except for BPSK. The idea can also be implemented into the cases no matter the interference varies from one OFDM symbol to another or not. If the interference does not vary, the symmetric structure of the constellation is definitely changed, because there will be a relative shift on the constellation of received signals. If the interference varies, the symmetric structure will also be changed, because there is very little chance that the interference will have the same impact on the constellation as the channel. Later simulations are carried out to verify the good performance of our detection algorithm.
a) Uplink pilot design

For the uplink, we assume sub-band based OFDMA multiple access scheme, in which sub-carriers for one user are clustered together. The pilots are allocated in the first block and the spacing of pilots is also 4 sub-carriers.
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 Fig. 22 Proposed pilot design for the WRAN downlink
3.4.3. Simulation results
The simulations are performed for different interference to noise ratio (INR), where x axis is the sub-carrier index and y axis is the probability of detection. Fig. 23 is the simulation for the case where we only have 2 pilots on one sub-carrier in a frame, while Fig. 24 is for the case where there are 5 pilots on one sub-carrier in a frame. From the simulation result we can observe that as long as the INR is high, which is usually the case, the proposed interference detection method can achieve satisfactory performance.
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Fig. 23 Detection probability for the case there are only 2 pilots on one sub-carrier.
[image: image89.emf]01002003004005006007008009001000

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Detection Probability

Subcarrier Index

INR = 0dB


[image: image90.emf]01002003004005006007008009001000

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Subcarrier Index

Detection Probability

INR = 10dB


[image: image91.emf]01002003004005006007008009001000

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Detection Probability

Subcarrier Index

INR = 20dB


Fig. 24 Detection probability for the case there are only 5 pilots on one sub-carrier.
4. Radio Resource Allocation
4.1. Effective and flexible structure for CPE CSIT collection at base station for TDD/FDD OFDMA architecture

4.1.1. Introduction

CSIT is crucial for efficient centralized resource allocation and scheduling at the BS. For TDD system, downlink and uplink channel reciprocity enables the CSIT acquisition at the BS for the excited sub-channels of those currently uplink-active CPEs. However, the CSIT of the temporarily uplink-inactive CPEs and the un-excited sub-channels of those uplink-active CPEs in a TDD system cannot be obtained using the reciprocity of downlink and uplink channel because there is no uplink traffic. While for FDD system, the downlink and the uplink channel are no longer reciprocal due to the frequency gap between them. Therefore, it is very important to design a good CSIT collection mechanism such that efficient resource allocation and scheduling can be properly carried out at the BS. In this standard contribution, we propose an effective and flexible structure for facilitating the collection of necessary CSIT at the BS for TDD/FDD based OFDMA architecture. 

4.1.2. Polling (request) based CSIT collection

For the downlink transmission, BS has the full knowledge of the downlink traffic QoS requirements and the queueing states of all the CPEs. Therefore BS is able to determine which CPEs have higher priority and are more urgent. As a result there’s no need for each CPE to feedback its downlink CSI. We propose to use a polling (request) based feedback mechanism, where both the polling (request) and feedback format are defined. Note that, due to the fact that the maximum Doppler frequency of the WRAN system is very small and the variation of Doppler frequency among CPEs in WRAN system is limited, the CSIT polling of each CPE can be performed rather infrequently and the polling overhead is limited. Hence, we shall adopt a polling-based approach in the collection of CSIT.

4.1.3. Details of the polling and feedback format

4.1.3.1. Polling (request)

BS selects a set of CPEs to do feedback based on the QoS requirements and the queueing states. Due to the hardware constraint, it is very likely that each CPE can only estimate one 6MHz band in a frame. BS makes a decision for each selected CPE which band to estimate according to e.g. history, power mask, etc. There is a default constraint on the number of sub-channels 
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 and the number of OFDM symbols 
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 that a CPE should use to convey the feedback to the BS, yet we still provide the option that the BS has the freedom to allocate less or more sub-channels/OFDM symbols depend on the QoS requirement or urgency of the downlink traffic. Note that the selected sub-channels (that are used to convey CSIT) of the first 
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 OFDM symbols of the uplink sub-frame will be used for CSIT feedback. Additionally, aside from a default level of quantization of the CSIT, the BS has the option to increase or decrease the level to adjust the precision of the quantized CSIT.  
For those selected CPEs that are active. The polling information is contained in UL-MAP specified by the CSIT_Collection_Request function. The polled CPEs should feedback their downlink CSI of the sub-band they are currently using if Subband_change_flag = 0 through the allocated uplink sub-channels specified by UL-MAP using predefined modulation and coding scheme. If the Subband_change_flag = 1, it means the BS tell the CPE to estimate the downlink CSI of another specified sub-band in the next frame. The BS will inform the CPE of the allocated uplink sub-channels in the UL-MAP of that specified sub-band in the next frame and the CPE will use the downlink pilot of that sub-band to estimate the downlink CSI and do feedback on the allocated uplink sub-channels specified by the UL-MAP.
	Syntax
	Size (bits)
	Remarks

	  CSIT_Collection_Request() {
	
	

	   N_DL_RCID
	8
	  N_DL_RCID is the number of selected downlink-active- only CPEs and both-downlink-and-uplink-active CPEs that are in this sub-band

	   for i = 1: N_DL_RCID {
	
	

	            Downlink RCID 
	8
	

	            Feedback_Control( )  }
	Variable
	 

	   UL_RCID_flag
	1
	0: no selected CPE is uplink-active-only

1: there are selected CPEs that are uplink-active-only 

	   If {UL_RCID_flag == 1}{
	
	

	     N_UL_RCID
	8
	N_UL_RCID is the number of selected uplink-active-only CPEs that are in this sub-band

	     for i = 1: N_UL_RCID {
	
	

	              Uplink RCID 
	8
	

	              Feedback_Control( ) }
	Variable
	 

	    }
	
	

	   CID_flag
	1
	0: no CID is used

1: CID is used

	   If {CID_flag == 1}{
	
	

	     N_CID
	8
	N_CID is the number of selected CPEs that are switched to this sub-band

	     for i = 1: N_CID {
	
	

	              CID 
	16
	

	              Feedback_Control( ) }
	Variable
	

	     }
	
	

	  }
	
	


 Table 8 CSIT_Collection_Request for active CPEs
N_DL_RCID

Number of downlink reduced connection IDs included. It equals to the number of selected downlink-active-only CPEs and both-downlink-and-uplink-active CPEs that are in this sub-band.

N_UL_RCID

Number of uplink reduced connection IDs included. It equals to the number of selected uplink-active-only CPEs that are in this sub-band.
Downlink/Uplink RCID – 8 bits

An 8-bit reduced connection ID. It is composed of a 2-bit position indicator plus a 6-bit sub-channel index that the connection occupies in this downlink, uplink sub-frame for downlink RCID and uplink RCID, respectively. Any sub-channel index of all sub-channels occupied by the same connection can be used. It is conjectured that the downlink/uplink sub-frame section can be divided into several sections in time within which only one packet header can exist as the length of a normal packet should be long enough to avoid a high overhead-to-payload ratio. The position bits can hence be used to indicate which section the packet of a connection is located in.
N_CID

Number of connection IDs included. It equals to the number of selected CPEs that are switched to this sub-band.

CID – 16 bits

A 16-bit connection ID
	Syntax
	Size (bits)
	Remarks

	 Feedback_Control() { 
	
	

	   Subband_change_flag
	1
	0: estimate the downlink CSI of this sub-band

1: in the next frame estimate the downlink CSI of the                              ub-b    sub-band specified by Sub-band Index 

	   If{Subband_ change_flag==1}{
	
	

	        Sub-band Index }
	8
	At most 256  6MHz sub-band

	   Else{
	
	

	       Quantization_level_flag
	1
	0: use default quantization level, L=a

1: use specified quantization level

	       If{ Quantization_level_flag ==1}{
	
	

	           Quantization level, L=b }
	2
	Assume there are at most 4 additional quantization
precision levels 

	      Feedback_ch_constraint_flag
	1
	0: use default number of sub-channels, N=c

1: use specified number of sub-channels

	       If{ Feedback_ch_constraint_flag==1}{
	
	

	            Number of sub-channels, N=d }
	6
	Assume 64 sub-channels in a sub-band

	       Feedback_symb_constraint_flag
	1
	0: use default number of OFDM symbols, M=e

1: use specified number of OFDM symbols

	   If{Feedback_symb_constraint_flag==1}{
	
	

	            Number of OFDM symbols, M=f }
	2
	   Assume at most 4 OFDM symbols can be feedback 

	      for j=1:N{
	
	

	             Sub-channel Index }
	6
	

	             }
	
	

	      }
	
	


Table 9 Feedback_Control Message
Subband_change_flag

Indicate whether to estimate the same sub-band in this frame or another sub-band in the next frame.
Quantization_level_flag

Indicate whether to use default or specified quantization level.
Feedback_ch_constraint_flag

Indicate whether to use default or specified number of sub-channels to do feedback.
Feedback_symb_constraint_flag

Indicate whether to use default or specified number of OFDM symbols to do feedback.

For those selected CPEs that are inactive. The polling information is contained in some broadcast channel and the CPEs should scan through all the broadcast channels to find whether it has been polled or not. 
	Syntax
	Size (bits)
	Remarks

	  CSIT_Collection_Request() {
	
	

	  N_CID
	8
	  N_CID is the number of selected inactive CPEs

	  for i = 1:N_CID{
	
	 

	        CID
	16
	

	        Sub-band Index
	8
	  At most 256  6MHz sub-bands

	        Quantization_level_flag
	1
	  0: use default quantization level, L=a

  1: use specified quantization level

	        If{ Quantization_level_flag ==1}{
	
	

	              Quantization level, L=b }
	2
	  Assume there are at most 4 additional   

  quantization precision levels

	        Feedback_ch_constraint_flag
	1
	  0: use default number of sub-channels, N=c

  1: use specified number of sub-channels

	         If{ Feedback_ch_constraint_flag==1}{
	
	

	              Number of sub-channels, N=d }
	6
	  Assume 64 sub-channels in a sub-band

	       Feedback_symb_constraint_flag
	1
	  0: use default number of OFDM symbols, M=e

  1: use specified number of OFDM symbols

	       If{Feedback_symb_constraint_flag==1}{
	
	

	              Number of OFDM symbols, M=f }
	2
	  Assume at most 4 OFDM symbols can be used to do feedback

	        for j=1:N{
	
	

	               Sub-channel Index }
	6
	

	        }
	
	

	 }
	
	


Table 10 CSIT_Collection_Request for inactive CPEs
N_CID, CID, Subband_change_flag, Quantization_level_flag, Feedback_ch_constraint_flag, Feedback_symb_constraint_flag

They are the same as the previous one.
4.1.3.2. Feedback format

Since the modulation and coding scheme is predefined, the CPE knows the number of bits 
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 it can use to do feedback given the number of sub-channels N and the number of OFDM symbols M. Assume there are 64 sub-channels in a sub-band, which means 6 bits is needed to represent the sub-channel index, and 
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 bits is used to represent the sub-channel gain as can be known from the quantization level. The CPE knows it can feedback the downlink CSI of 
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 number of sub-channels. For FDD system, the CPE should choose c number of sub-channels with the largest gains.  While for TDD system, the CPE should choose c number of sub-channels that are uplink un-excited with the largest gains.

	
	Size (bits)
	Remarks

	  CSIT_Feedback_Format() {
	
	

	  for i = 1:c {
	
	  If Q-bit feedback is allowed, then 
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	      Sub-channel Index
	6
	

	      Sub-channel Gain }
	x
	

	 }
	
	


Table 11 CSIT_Feedback_Format
4.1.4. Conclusions

In this standard contribution, an effective and flexible structure for facilitating the collection of necessary CSIT at the BS is proposed for TDD/FDD based OFDMA architecture. In particular, we use a polling based mechanism where the BS decides which CPEs to be polled based on the QoS requirements, queueing states, etc. There are two specific polling signal formats corresponding to whether the selected CPE is active or not. We use RCID (defined in 3.A.i) to identify those non-subband-switch active CPEs for overhead reduction. Default constraint on the number of sub-channels and the number of OFDM symbols that a CPE should use to do feedback is known to both the BS and the CPEs, yet we provide the option that the BS has the freedom to allocate less or more sub-channels/OFDM symbols depend on the QoS requirement or urgency of the downlink traffic. In addition, the BS also has the option to adjust the precision of the feedback CSIT.

4.2. Downlink multiuser resource allocation algorithm for OFDMA-based QoS-enabled WRAN system

4.2.1. Introduction
The objective of a WRAN system is to enable broadband access to rural and remote areas by taking advantage of any frequently unused licensed channels in these sparsely populated areas. In an IEEE 802.22 WRAN system, the available spectrum is located in the range of 47MHz-910MHz that covers the typical VHF/UHF TV bands. The operating spectrum can roughly be divided into five bands [11], each covering smaller than 32 TV channels of 6, 7 or 8 MHz each. According to the functional requirement of the system [11], it is unlikely that all the bands can be covered by one common set of antennas and RF front ends at the BS or subscriber terminal, but only one of them. While higher complexity and cost can be afforded at the BS, it is likely that in practice for each Consumer Premise Equipment (CPE) only one sub-band, which refers to one OFDM symbol covering one TV channel in our proposed OFDMA-based architecture, can be accessed at any time instant. The concept of band, sub-band, sub-channel and sub-carriers is demonstrated in Fig. 25.

One important requirement specified in [11] is interference avoidance from the WRAN system to any incumbent users. Knowledge about any operating incumbent transmitter should be provided by the RF sensing and data fusion block for the Dynamic Frequency Selection (DFS) block for further resource allocation. The DFS process is composed of user selection, channel allocation, rate adaptation and transmit power control. QoS-guaranteed services should be provided while not disturbing the service quality of the licensed users. A master/slave relationship should be established for the BS and CPE’s where the BS shall be responsible for the management of the CPE’s in aspects of power level, bandwidth usage and other parameters such as modulation, coding and encryption.  
Fig. 25 The concept of  sub-carrier, sub-channel and sub-band in an OFDMA-based WRAN system
This standard contribution is about the multiuser resource allocation performed in the DFS block for the downlink of a WRAN system, with focus on how to avoid interferences to incumbent users, allocate frequency channels, power and rate to different users by taking into consideration the above spectrum structure (band, sub-band, sub-channel, sub-carrier) and constraints (the limitations on the access to sub-bands by CPE and BS). The detailed algorithm structure and its advantages over the existing work will be presented in the upcoming sections.
4.2.2. Proposal resource allocation algorithm

4.2.2.1. Objective

The objective is to devise a multiuser resource allocation algorithm for the downlink of a WRAN system, which focuses on (i) interference avoidance to the incumbent users is guaranteed through the use of a peak power, (ii) a 2-layer sub-band and sub-channel allocation structure.
4.2.2.2. System model

In a practical system, multiple antennas are often applied and sectoring is a common approach [12]. In our system, directional antennas are used and the whole cell is split into L non-overlapping sectors,
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. No sub-channel reuse is assumed among sectors within a cell, similar to the channel partitioning technique used in [12]. Nb serviceable sub-bands are assumed, each having M sub-channels and Kb users in total over all sectors in the system. As discussed in previous sections, the whole spectrum of a WRAN system is divided into five bands, each containing about thirty 6-MHz sub-bands. Every sub-band is covered by one OFDM symbol and OFDMA is adopted where sub-carriers are grouped into sub-channels for allocating to different users. 

4.2.2.3. Algorithm features


The present algorithm possesses the following features.
4.2.2.3.1. Interference Avoidance to Incumbent Users
Since no cooperation is possible between incumbent and WRAN systems, interference avoidance should be made through the means of preventive measures at the WRAN transmitter. In addition, due to the unknown base-station-incumbent-user channels and incompatible system structures, interference pre-cancellation at the transmitter is not possible. In the present algorithm, a peak power constraint, namely transmit power mask, is imposed on every sub-band. Transmission with power below the power mask value would cause transparently no interference to the incumbent users, or in more precise words, interference within the tolerable range of the incumbent users.

Another issue of the downlink is the issue of effective cell coverage. It is very sensitive to the locations of incumbent users where a sub-band will have its coverage severely shrunk if there is an incumbent system operating in the same sub-band near the BS and isotropic transmission is adopted at the WRAN base station. The same problem arises for also non-isotropic transmission when multiple-antenna is used simply due to the fact that the base-station-incumbent-user channels are unknown at the WRAN base station. The number of incumbent users operating in the same sub-band (e.g. TV program subscribers) is unknown also and may not be small. In the present algorithm, sectored antenna is proposed to be used for the downlink of an IEEE 802.22 WRAN system. By this approach the reduction of effective cell coverage for a sub-band is dependent on sector only instead of the whole cell. 

4.2.2.3.2. Two-layer resource allocation algorithm

While a base station is able to access all the sub-bands within a cell, in practice it is very likely that every CPE has access to only one at any time instant due to implementation and cost constraints. It is therefore not possible also for a CPE to perform channel estimation simultaneously for multiple bands but on only one. In the present algorithm, a two-layer resource allocation algorithm is devised. The layer-1 protocol is responsible for distributing users to different sub-bands and the layer-2 protocol is responsible for allocating sub-channels and power to different users, with the objective of maximizing the sub-band throughput.

In the proposed layer-1 algorithm, the knowledge of transmit power mask for every sub-band in different sectors is exploited to determine the number of users to be distributed to each sub-band for each sector.  Over-congestion of sub-bands can be alleviated and will be demonstrated later through an example for performance evaluation.

In the proposed layer-2 algorithm, a flexible structure is introduced for allowing prioritized transmission and the introduction of user fairness control while maximizing the sub-band throughput. Specifically, the maximization is carried out on weighted throughput where the weights can be used to support the aforementioned functionalities. QoS in terms of target error rates can be guaranteed as will be shown in the detailed algorithm described below. The algorithm is also shown to be robust to channel quantization.

4.2.2.4. Problem formulation algorithm details

The operation of the two-layer algorithm is summarized in Fig. 26. Described below are the details of each layer, including the problem formulation and the corresponding algorithm.

Fig. 26 The two-layer structure of the multiuser resource allocation algorithm
4.2.2.4.1. Layer-1: Sub-band assignment

In this layer-1 algorithm, CPEs are pre-allocated a sub-band in which further competition for resources with other CPEs is done in the layer-2 resource allocation process. The value of transmit power mask, representing the operation of the incumbent users, is assumed to vary much slower than the channel. The information should be obtained by the RF sensing and data fusion unit and should be ready at the WRAN base station at the beginning of each scheduling period. Based on the information of the transmit power mask, the users in each sector are assigned to different sub-bands. We note that CPEs from different sector can be assigned to the same sub-band but different sub-channels. An example is given in Table 12. The procedure is described as follows.
	
	Sub-band 1
	Sub-band 2

	
	Subch. 1
	Subch. 2
	Subch. 3
	Subch. 4
	Subch. 1
	Subch. 2
	Subch. 3
	Subch. 4

	CPE 1
	(
	
	
	
	
	
	
	

	CPE 2
	
	(
	(
	
	
	
	
	

	CPE 3
	
	
	
	
	(
	
	
	

	CPE 4
	
	
	
	
	
	(
	(
	

	CPE 5
	
	
	
	
	
	
	
	(

	CPE 6
	
	
	
	(
	
	
	
	


Table 12 An example of sub-band and sub-channel allocation results
Step 1.
For each sector, eliminate those unserviceable sub-bands, defined as those with the transmit power mask smaller than a threshold.

Step 2.
Define Pmm,b,c as the average power mask per sub-channel of sub-band b, i.e. the peak possible transmit power per sub-channel, in sector c. Let Kc be the total number of users in sector c. For each sector c, the number of users allocated to sub-band b, represented by Kb,c, is done according to the following equation:
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where Nb is the number of serviceable sub-bands and L is the number of sectors. Both 
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An appropriate function fulfilling the said conditions can be chosen for one’s target criterion. For example, if the objective is to maximize the minimum average user data rate, then the following function can be chosen for 
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, approximating the rate of each sub-channel in sub-band b of sector c:
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where (b can be set to the average channel gain to noise ratio. 

As for another function 
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, it can be chosen as a scaling factor reflecting the relative number of possible sub-channel allocation across different sectors for that sub-band b. For example, 
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Step 3:
Randomly select Kb,c users for sub-band b in sector c.
Remarks: Step 3 is indeed up to the vendors, e.g. assignment can be done based on the user classes so that users of higher class may be distributed to a sub-band with larger power mask.
An example is given in Tables 13 to 15 which demonstrate the effects of exploiting one-dimensional (within sector) and two-dimensional (across sector and sub-band) power masks against equal allocation in Step 2. The details are provided in the section of performance evaluation.
4.2.2.4.2. Layer-2: Sub-channel power and rate allocation within a sub-band

The layer-2 resource allocation algorithm is driven by the information of channel power gain of the pre-assigned sub-band for every CPE.  The channel power gain will be obtained by either feedback or exploiting the channel reciprocity of a Time Division Duplex (TDD) system. Since 802.22 is a fixed broadband wireless system, the Doppler spread is small and the coherence time is large enough to support the availability of accurate channel power gain information for every scheduling task.

Assume that the sub-carriers within a sub-channel are of different channel gains. For simplicity, the notation b is dropped in the notation of Kb. The problem can then be formulated as
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subject to 

(Total Power Constraint)
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(Max. 1 user per sub-channel)
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(Peak Power Limit)
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where 
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 [6, 7]. We note that the above formulation can also be applied to the situation where only an average channel gain over sub-carriers within a sub-channel can be obtained. Each of the sub-carrier channel gain will then be approximated by the average value over the sub-channel. For sub-carriers within the coherence bandwidth, this average approximation can be a way for complexity reduction. If the power mask value is the same within a sub-channel, the overall computations will then be reduced by a factor of the sub-channel size in terms of number of sub-carriers. 

Proposal Algorithm:
By relaxing 
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, the problem can be reformulated as a convex optimization and efficient algorithms can be applied. For convenience and without loss of generality, the algorithms are performed in the log domain (instead of log2). The problem can be reformatted as
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where 
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 is the time-average power of user k on sub-carrier n of sub-channel i . Our proposed algorithm is described as follows.

Step 1:  Initialization.
Initialize 
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with 
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Step 3: Compute the optimal allocated power for each CPE for a given value of 
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 The optimal average power for user k on sub-channel i is:
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Step 4: Coarse adjustment of 
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Optimal solutions obtained; algorithm terminated.

End

Else
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Else


          Optimal solutions obtained; algorithm terminated.

End
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Step 5: Fine adjustment of 
[image: image154.wmf].

Ω


While (
[image: image155.wmf]e

>

-

å

å

å

=

=

=

Total

K

k

M

i

N

i

n

i

n

k

P

c

i

1

1

1

)

(

)

(

,

) for some predefined tolerance level 
[image: image156.wmf]e

,

If (
[image: image157.wmf]Total

K

k

M

i

N

i

n

i

n

k

P

c

i

>

å

å

å

=

=

=

1

1

1

)

(

)

(

,

), 






[image: image158.wmf];

Ω

Ω

lower

=

 
Elseif (
[image: image159.wmf]Total

K

k

M

i

N

i

n

i

n

k

P

c

i

<

å

å

å

=

=

=

1

1

1

)

(

)

(

,

),


[image: image160.wmf];

Ω

Ω

upper

=


End




[image: image161.wmf](

)

;

2

/

upper

lower

Ω

Ω

Ω

+

=




Repeat Step 2 and 3.



End 
When there is oscillation detected, i.e. when the fine adjustment has been performed for a pre-determined maximum number of times, a sharing ratio (
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so that on average the total power constraint can be satisfied. The above algorithm will converge to the optimal assignments for the reformatted problem. As a remark, in our demonstration settings, complexity is decreased by adopting the use of Step 4, the coarse adjustment. However, we note that it can also be replaced by a binary search and included in Step 5.
If time-sharing cannot be applied in the system, the following algorithms can be performed where simulation results show nearly no performance loss.

Algorithm 1:

Step 1:
Select the assignment profile closest to the Total Power Constraint.

Step 2:
Perform optimal power allocation for that assignment set, i.e. Step 3 to Step 5 shown above in the Layer-2 algorithm, with the sub-channel assignment selection in Step 2 replaced by and fixed to the newly selected one.
Algorithm 2:

Directly use the assignment profile with the total power smaller than the Total Power Constraint. 

In practice, perfect channel information feedback may not be possible but limited number of bits is used instead. In the following, a simple channel quantization algorithm is provided where the index of a quantization table of the channel power gain estimate is used as the channel feedback.

Quantization lookup table construction:

1. Acquire the channel power gain distribution.

2. Identify the range of the channel power with a desirable probability of occurrence, say 90%.

3. Equally partition the corresponding range in the logarithm domain.

4. Set up the thresholds as the middle points of each interval in the logarithm domain.

5.    Transform the thresholds into their corresponding thresholds in the original domain.

4.2.3. Performance evaluation

4.2.3.1. Layer-1: Sub-band assignment

The effects of our proposed algorithm against equal user allocation are demonstrated in Table 13 to Table 15. Two sub-band assignment methods are proposed and compared to the method of equal assignment. Both methods exploit the information of transmit power mask but to a different degree. The first one is named as one-dimensional (single-sector) allocation, which exploits power mask knowledge of only the home sector while the second one is two-dimensional (multi-sector) allocation, which exploits power mask knowledge of all sectors. The following examples targets at maximizing the minimum average user data rate.

(i)  1-D (single-sector) allocation

The function 
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 is defined as
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while 
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 is defined as (4.2.2). This means that the user allocation within a sector will not be affected by the power masks of the other sectors. There is also an inherent meaning assuming that within a sector the number of allocated sub-channels is the same in both sub-bands, hence only the rates per sub-channel as defined in (4.2.2) are used as weighting factors.

(ii) 2-D (multi-sector) allocation

The functions 
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 are defined as (4.2.3) and (4.2.2), respectively. Effectively speaking, the sub-channel distribution across sectors within a sub-band is taken into consideration. It is reasonable to assume that more sub-channels will be allocated to the sector with a larger power mask and (4.2.3) reflects this trend.

The joint effect of layer-1 and layer-2 algorithms cannot be acquired without any large-scale numerical simulations. However, simplifications can be made to decouple the evaluation of both layers while insightful results can still be obtained without any loss of generality.

Example assumptions and settings:

(a) There is large-enough number of users for exploiting multiuser diversity efficiently, i.e. all the allocated sub-channels are good (large channel gain).

(b) The sub-channel allocation (numbers only) is set according to the weight defined in (4.2.3).

(c) 3 sectors, 2 sub-bands, 40 sub-channels per sub-band, 60 users per sector. 

(d) (b = 1 in (4.2.2).

In Table 15, the user allocation results and the corresponding average allocated date rate per user are shown. The minimum data rates per user for equal allocation, 1-D allocation and 2-D allocation are 0, 1.1714 and 1.4287, respectively. 

The advantage of 1-D allocation over the equal allocation is realized in Sector 3, where the zero power mask of sub-band 2 is taken into consideration. Hence, all users are allocated to sub-band 1, avoiding the possible zero data rate received in sub-band 2. 

The advantage of the 2-D allocation over its 1-D counterpart can be observed in Sector 1. In addition to the benefits of avoiding the possible zero data rate received in a sub-band, the algorithm takes into consideration the fact that more sub-channels are to be allocated to Sectors 2 and 3 in sub-band 1 due to their larger power mask values, hence reducing the possible sum rate achieved for Sector 1 there. The algorithm also takes into account the fact that Sector 1 has a relatively large power mask in sub-band 2 across the sectors. Therefore more users will be allocated to sub-band 2 instead in Sector 1, resulting in an increase of the minimum average user data rate.

In conclusion, the invented algorithm exploits effectively the power masks in user allocation prior to the in-subband optimization performed by the Layer-2 algorithm. Sub-band over-congestion can be alleviated.
	 
	Sub-band 1
	Sub-band 2

	
	Sub-channel Power Mask
	Sub-channel Power Mask

	Sector 1
	20
	20

	Sector 2
	40
	20

	Sector 3 
	40
	0


Table 13 Subchannel power masks in the example for the Layer-1 algorithm.
	 Sector
	Equal Allocation
	1-D (single-sector) Allocation
	2-D (multi-sector) Allocation

	
	Sub-band 1
	Sub-band 2
	Sub-band 1
	Sub-band 2
	Sub-band 1
	Sub-band 2

	
	#Subch. allocated
	Data Rate per subch.
	#Subch. allocated
	Data Rate per subch.
	#Subch. allocated
	Data Rate per subch.
	#subch. allocated
	Data Rate per subch.
	#Subch. allocated
	Data Rate per subch.
	#Subch. allocated
	Data Rate per subch.

	1
	8
	4.3923
	20
	4.3923
	8
	4.3923
	20
	4.3923
	8
	4.3923
	20
	4.3923

	2
	16
	5.3576
	20
	4.3923
	16
	5.3576
	20
	4.3923
	16
	5.3576
	20
	4.3923

	3
	16
	5.3576
	0
	0
	16
	5.3576
	0
	0
	16
	5.3576
	0
	0


Table 14 Sub-channel allocation and sub-channel data rate for the Layer-1 algorithm example with 40 sub-channels per sub-band.
	 Sector
	Equal Allocation
	1-D (single-sector) Allocation
	2-D (multi-sector) Allocation

	
	Sub-band 1
	Sub-band 2
	Sub-band 1
	Sub-band 2
	Sub-band 1
	Sub-band 2

	
	No. of users

allocated
	Bits per User
	No. of users

allocated
	Bits per User
	No. of users

allocated
	Bits per User
	No. of users

allocated
	Bits per User
	No. of users

allocated
	Bits per User
	No. of users

allocated
	Bits per User

	1
	30
	1.1713
	30
	2.9282
	30
	1.1713
	30
	2.9282
	17
	2.0670
	43
	2.0429

	2
	30
	2.8574
	30
	2.9282
	33
	2.5976
	27
	3.2536
	30
	2.8574
	30
	2.9282

	3
	30
	2.8574
	30
	0
	60
	1.4287
	0
	--
	60
	1.4287
	0
	--


Table 15 Effect of different user allocation algorithms on the sub-band data rate per user with 60 users per sector.
4.2.3.2. Layer-2: Sub-channel power and rate allocation within a sub-band

System Settings

Without loss of generality, i.i.d. Rayleigh fading channels are assumed for the sub-carriers. The cell is divided into 3 sectors where sub-channel reuse is not allowed. 64 sub-channels are assumed for different FFT sizes. The objective of the figures is to demonstrate the effect of different parameters on the target properties instead of the actual data rates, which may vary in practice depending on the channel, noise, etc. In Fig. 27, the FFT size is 1024 and the total power is set in a way such that the average SNR per sub-carrier is 17dB. The transmit power masks are assumed to be independent across sub-carriers and are uniformly distributed over the range of SNR 0dB to 40dB.
Performance
The performance of the proposed algorithm is demonstrated in Fig. 27 to Fig. 31. In Fig. 27, it can be observed that our proposed algorithm outperforms significantly the algorithm using random sub-channel allocation and equal power allocation with peak power clipping according to the power mask value. Even optimal power allocation has been adopted the performance is far from our proposed optimal allocation algorithm.

In Fig. 28, it is shown that by using our simple channel quantization algorithm, only about 1% loss in the sum rate is resulted if 3 bits are used for the index quantization. Even 1-bit quantization achieves fairly good performance (about 9.5% loss only). 
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Fig. 27 Sum rate comparison of three allocation schemes for FFT size 1024 and the effects of channel quantization: (i) optimal SPA, (ii) random SA and optimal PA, and (iii) random SA & equal PA.
In Fig. 29, the complexity of our proposed optimal sub-channel and power allocation algorithm with 3-bit channel quantization has been demonstrated. At very high power constraint accuracy, 99.999998%, only about 30 iterations, each involving a set of operation ( including mainly the calculation of power and rate as demonstrated previously, are required for convergence. It is shown that our algorithm requires only the following number of operations (:
 (Number of users)*(Number of sub-carriers or subchannels1)*(Number of iterations)          (4.2.181)
where the number of iterations is of the order O(log(FFT Size)) assuming that the number of sub-channels is the same for all FFT sizes.

Remarks:

 1when the same channel gain and power mask are used in a sub-channel.
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Fig. 28 Percentage loss of sum rate for the optimal sub-channel and power allocation due to channel quantization.
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Fig. 29 Number of iterations required for convergence with 3-bit channel quantization and power constraint accuracy of 99.999998%.                        
Fig. 30 shows that the percentage occurrence of a sub-channel being shared by more than one user is very small, about 2% only. When time-sharing is not available and the algorithm 2 aforementioned is adopted, the corresponding percentage loss of sum rate is about 0.01%, as shown in Fig. 31, among only the cases of subchannel sharing with sharing factor quantization for the proposed optimal subchannel and power allocation. The loss is neglegible when compared to the total sum rate.
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Fig. 30 Percentage of the occurrence of sub-channel sharing with the application of 3-bit channel quantization.
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Fig. 31 Percentage loss of sum rate among the cases of subchannel sharing with sharing factor quantization for the optimal subchannel and power allocation.
4.3. Joint dynamic frequency selection and power control with user specific transmit power mask constraints in uplink WRAN systems using OFDMA scheme

4.3.1. Introduction

In WRAN systems, generally speaking, the base stations will control the RF characteristics of all CPE’s and perform various measures and techniques, including frequency selection, interference avoidance, coexistence measures and scheduling. In contrast, the CPE’s may not be professionally installed at buildings. They may be available as “commodity” item from any electronic store and will not need to be licensed nor registered. They can be installed by simply connecting them to a VHF and/or UHF antenna (log-periodic type for wide frequency range or Yagi for a narrow scanning range), a computer through either an Ethernet connector or an integrated Wi-Fi connection, or a power outlet. 

DFS performs multiple-access control to provide QoS-guaranteed services required in the WRAN standard while not disturbing the service quality of the licensed users. The DFS processes involve user selection, rate adaptation as well as transmit power control (TPC). In an IEEE 802.22 system, the BS and CPE’s follow a master/slave relationship, i.e., the BS is the master and the CPE’s are the slaves. The CPE’s which include some interference sensing capabilities, sense the RF environment, gather the measurement results and report them to the BS. The BS shall be responsible for the management of the CPE’s in aspects of power level, bandwidth usage and other transmission parameters such as modulation, coding and encryption. In this standard contribution, we shall propose a method for DFS combined with power control and rate adaptation in Single-Input Single-Output (SISO) WRAN systems. Specifically, the available spectrum resources comprise a set of 6 MHz in the VHF/UHF TV bands where each 6 MHz is occupied by one OFDM symbol.  Several sub-carriers are grouped into one sub-channel as a unit for allocation which includes the indication of selected sub-band, sub-channel, and transmit power and modulation level for every user. The objective is to maximize the weighted total transmission capacity while guarantee free interference to the incumbent users. This contribution can successfully provide a methodology for the operation of cognitive radio in WRAN systems, which can fully utilize the spectrum resources as well as enable the co-existence of wireless networks.   

4.3.2. Proposal algorithm 

4.3.2.1. Summary of the algorithm

Television channels are spaced out on frequencies that are 6 MHz apart and the high transmit power is up to MWatts. With a signal of such enormous transmission power, the active TV broadcast station will overwhelm the services of other systems sharing its band in a very large area. As a result, the available spectrum for WRAN systems comprises of a set of 6MHzs. Each 6 MHz is called as a sub-band which is composed of one OFDM symbol. Each sub-band contains a group of sub-channels while each sub-channel comprises of a number of sub-carriers. The uplink transmission scenario within a single cell is illustrated in Fig. 32. Each CPE transmits to base station using the specified sub-band and sub-channel. Hence, the outputs of DFS algorithm include the results of sub-band as well as sub-channel allocation. Specifically, the DFS is executed using two levels’ procedure. In the first level, the purpose of DFS is to specify which sub-band should be selected for each user. Note that due to the CPE’s RF characteristics, each CPE may be only allowed to occupy at most one sub-band.  In the second level, the DFS aims to dynamically and efficiently allocate sub-channel, power and bits for the admitted CPE’s within one sub-band.   


[image: image178]
Fig. 32 DFS in uplink WRAN system, including both sub-band allocation and sub-channel allocation
4.3.2.2. Object

In the following, we shall describe our allocation scheme. Our scheme can guarantee transparent transmission to the incumbent users, adapt to the priorities of different users as well as efficiently utilize the resources. The allocation algorithms in Layer-1 and Layer-2 will be described respectively.
4.3.2.3. The description

In practice, every CPE is likely to have access to only one sub-band at any time instant due to implementation and cost constraints. It is also not possible for a CPE to perform channel estimation simultaneously for multiple bands but only one. In the present invention, a two-layer resource allocation algorithm is devised. The layer-1 protocol is responsible for distributing users to different sub-bands and the layer-2 protocol is responsible for allocating sub-channels and power to different users, with the objective of maximizing the sub-band throughput. By pre-allocating CPEs to different sub-bands, channel estimation for only the selected sub-band determined in the Layer-1 processing is required.

4.3.2.3.1. Layer-1: Sub-band allocation among users

CPEs are first distributed to different sub-bands by exploiting the transmit power mask, normalized by the path loss factor. The in-subband sum capacity is further maximized by the Layer-2 processing. In this invention, two algorithms are proposed, namely Sum-Rate-Max and Round-Robin-Max, for different objectives. The previous one is for sum rate maximization while the latter one is advantageous for its simple implementation. Both take into consideration any possible sub-band over-loading in various degrees. The performances of both schemes are demonstrated in Example 1 and are compared to another scheme, namely CPE-Max, in which each CPE is allocated to the sub-band with the largest power mask value.

Assume that there are Nb sub-bands and Ktotal CPEs.

Sum-Rate-Max Strategy
Step 1:
For each 6-MHz sub-band b, create a list of CPEs 
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 in descending order of the transmit power mask values. CPEs with power mask values smaller than a serviceable threshold predefined a priori are eliminated.

Step 2:
Create a list of CPEs 
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 in descending order of their maximum power mask values across sub-bands. Define 
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           (ii) Remove CPE k from 
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 for all b’s except bk. 



End



The functions 
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where (b can be set to the average channel gain to noise ratio. 

Step 3 (optional): Perform sub-band re-assignment starting from the CPE with the minimum 
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Round-Robin-Max Strategy
Step 1:
For each 6-MHz sub-band b, create a list of CPEs 
[image: image192.wmf]b
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 in descending order of the transmit power mask values. CPEs with power mask values smaller than a serviceable threshold predefined a priori are eliminated.

Step 2:
Sort the sub-bands in descending order of their maximum power mask. Starting from index 1, i.e. the sub-band with the largest maximum power mask, each sub-band takes turn to pick up one CPE with the maximum transmit power mask. Any CPE selected in the previous sub-band will be subtracted from the list of the latter sub-bands. Repeat Step 2 until the lists of all the sub-bands are empty.
4.3.2.3.2. Layer-2: Sub-channel power and rate allocation within a sub-band

In the following, we focus on the task in the second level, i.e., within a 6MHz sub-band, how to allocate the sub-channels according to the channel attenuations, transmit power mask, power budget and QoS requirements. We shall propose an algorithm for DFS including transmit power control in a WRAN system equipped with single antennas. As a result, each sub-channel will be occupied by at most one CPE. Uplink transmission is considered. OFDMA is assumed as the multiplexing technique in WRAN system where multiple CPE’s simultaneously modulate an exclusive set of orthogonal sub-carriers to transmit their own data. 

The objective is to maximize the weighted system capacity given the QoS requirements and power constraints. Without loss of generality, the transmit power mask is assumed to be sub-channel-based. Assume that K CPE’s in the system and totally Nc sub-channels are available in the 6MHz sub-band. Mathematically, the problem can be formulated as 
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In the objective function, 
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 is the power allocated to user k on sub-channel 
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 are predetermined according to the characteristics of different classes of services, delay constraints and users’ priorities. Specifically, 
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 denotes the rate control. The constraints (4.3.5) and (4.3.6) represent each sub-channel can be occupied by only one CPE. In addition, (4.3.7) denotes the transmit power mask per CPE and per sub-channel. Finally, (4.3.8) states that each CPE has an individual power budget.     

4.3.2.3.2.1. Proposal algorithm for Layer-2 allocation

Our proposed algorithm is described a follows:

Step 1:   Initialize all the Lagrangian multipliers 
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Step 2:   Selection of temporarily optimal CPE for each sub-channel given the values of 
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For every sub-channel and every CPE, compute
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Then for each sub-channel, we select the CPE 
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Step 3:   Compute the temporarily optimal power allocation. 

For each CPE in each sub-channel, compute
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where 
[image: image218.wmf]o

k

u

 is represented by (4.3.10) and 
[image: image219.wmf]*

,

c

kn

r

 is from (4.3.11).

Step 4:   Examine whether the total power limitation for each CPE is satisfied or not. 

Given the temporarily optimal values of 
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 has been satisfied for each CPE, stop. The optimal solutions have been obtained.

Else, go to Step 5.

Step 5:   Adjust the values of 
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 to satisfy the total power limitations.

Denote 
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 as the precision of the power allocation within a tolerance error. While 
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End  

Note that in step 5, there may be occasions that we cannot find an exact value of 
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 is treated as time-sharing factor which is within the interval (0,1).

All in all, this algorithm provides us the solution of sub-channel and power allocation within each 6MHz sub-band. For practical implementation, appropriate coding or modulation scheme needs to be selected according to achievable signal-to-noise ratio (SNR) while SNR values can be calculated at base station given the channel information.  

In practice, perfect channel information feedback may not be possible but limited number of bits is used instead. In the following, a simple channel quantization algorithm is provided where the index of a quantization table based on the estimated channel power gain is used as the channel feedback.

Quantization lookup table construction:

1. Acquire the channel power gain distribution.

2. Identify the range of the channel power with a desirable probability of occurrence, say 90%.

3. Equally partition the corresponding range in the logarithm domain.

4. Set up the thresholds as the middle points of each interval in the logarithm domain.

5. Transform the thresholds into their corresponding thresholds in the original domain.

4.3.3. Performance evaluation 

4.3.3.1. Layer-1: Sub-band assignment

The performance of the invented algorithms is demonstrated in the following example and Tables 17 – 19. Example functions in (4.3.2) and (4.3.3) are used for the Sum-Rate-Max strategy. 

Example 1
The power mask values are shown in Table 16. When CPE-Max algorithm is adopted, i.e. each CPE be distributed to the sub-band with the largest power mask value, it can be observed that there is a possible over-loading in Sub-band 1. Only CPE 5 is allocated to Sub-band 2 in this case.

The proposal algorithm, Sum-Rate-Max, targets to maximize the sum rate using the average channel gain. In this example, for illustrative purpose, the gain is assumed to be 1 without loss of generality. Note that full channel information is not available in Layer-1 processing but Layer-2. As shown in the algorithm procedures in the previous section, the power masks of other CPEs are exploited in sub-band distribution. Since adding a CPE to a particular sub-band affects the sub-channel allocation, defined by (4.3.4), of the rest of the CPEs therein, the optimal allocation cannot be acquired easily without iterative search. The invented algorithm presents a simple heuristic search without iterations required. By starting at the CPE with the largest power mask, the allocation results of the subsequent CPEs with smaller power masks are less likely to be affected. The allocation results of CPE with larger power mask are also less likely to be affected by those CPEs with smaller power masks. Table 18 demonstrates improvements in both sum rate (increased) and the minimum user rate (increased) over the CPE-Max strategy. 

Another strategy, Round-Robin-Max, is invented featuring even lower complexity while alleviating any possible sub-band over-loading. The effects are obvious as demonstrated in Table 18 where the minimum user rate is much increased over the CPE-Max strategy. However, the sum rate is sacrificed at this case. All in all, both algorithms reduce the possibility of sub-band overloading in situation where a sub-band or several sub-bands are dominated in terms of the transmit power masks.
	CPE
	Sub-band 1
	Sub-band 2

	
	Sub-channel
Power Mask
	Approximated Sub-channel
Data Rate
	Sub-channel
Power Mask
	Approximated Sub-channel
Data Rate

	1
	50
	5.6725
	0
	0

	2
	50
	5.6725
	0
	0

	3
	60
	5.9307
	50
	5.6725

	4
	30
	4.9542
	20
	4.3923

	5
	10
	3.4594
	30
	4.9542

	6
	40
	5.3576
	20
	4.3923


Table 16 Sub-channel power masks and the approximated sub-channel data rate in the example for the Layer-1 algorithm    
	
	Sum-Rate-Max
	Round-Robin-Max
	CPE-Max

	
	Sub-band 1
	Sub-band 2
	Sub-band 1
	Sub-band 2
	Sub-band 1
	Sub-band 2

	
	CPE selected
	Data Rate per subch.
	CPE selected
	Data Rate per subch.
	CPE selected
	Data Rate per subch.
	CPE selected
	Data Rate per subch.
	CPE selected
	Data Rate per subch.
	CPE selected
	Data Rate per subch.

	CPE Order
	-
	-
	3
	5.6725
	3
	5.9307
	-
	-
	1
	5.6725
	-
	-

	
	1
	5.6725
	-
	-
	-
	-
	5
	4.9542
	2
	5.6725
	-
	-

	
	2
	5.6725
	-
	-
	1
	5.6725
	-
	-
	3
	5.9307
	-
	-

	
	6
	5.3576
	-
	-
	-
	-
	4
	4.3923
	4
	4.9542
	-
	-

	
	-
	-
	4
	4.3923
	2
	5.6725
	-
	-
	-
	-
	5
	4.9542

	
	-
	-
	5
	4.9542
	
	
	6
	4.3923
	6
	5.3576
	-
	-


Table 17 CPE assignment and the corresponding sub-channel data rate for the Layer-1 algorithm example.
	
	Sum-Rate-Max
	Round-Robin-Max
	CPE-Max

	
	Sub-band 1
	Sub-band 2
	Sub-band 1
	Sub-band 2
	Sub-band 1
	Sub-band 2

	
	#Subch. allocated
	Data Rate per subch.
	#Subch. allocated
	Data Rate per subch.
	#Subch. allocated
	Data Rate per subch.
	#Subch. allocated
	Data Rate per subch.
	#Subch. allocated
	Data Rate per subch.
	#Subch. allocated
	Data Rate per subch.

	CPE Order
	-
	-
	20
	5.6725
	15
	5.9307
	-
	-
	9 (8.7)
	5.6725
	-
	-

	
	14 (14.3)
	5.6725
	-
	-
	-
	-
	17 (17.2)
	4.9542
	9 (8.7)
	5.6725
	-
	-

	
	14 (14.3)
	5.6725
	-
	-
	13 (12.5)
	5.6725
	-
	-
	10 (10.4)
	5.9307
	-
	-

	
	12 (11.4)
	5.3576
	-
	-
	-
	-
	12 (11.4)
	4.3923
	5 (5.2)
	4.9542
	-
	-

	
	-
	-
	8
	4.3923
	12 (12.5)
	5.6725
	-
	-
	-
	-
	40
	4.9542

	
	-
	-
	12
	4.9542
	
	
	11(11.4)
	4.3923
	7
	5.3576
	-
	-

	Min. CPE Rate
	35.14
	48.32
	24.77

	Sum Rate
	431.16
	416.02
	421.85


Table 18 Sub-channel allocation and corresponding data rates for the Layer-1 algorithm example with 40 sub-channels per sub-band (brackets show sub-channel allocation results before rounding)
4.3.3.2. Layer-2: Sub-channel, Power and Rate Allocation within a Sub-band
We consider the sub-channel, power and bit allocation within an OFDM symbol of 6MHz sub-band. 64 sub-channels are assumed for a FFT size of 1024, i.e. each sub-channel comprises 16 sub-carriers. The channel model used is described using the following parameters:
	
	Path 1
	Path 2
	Path 3
	Path 4
	Path 5
	Path 6

	Excess Delay
	0
	3 μsec
	8 μsec
	11 μsec
	13 μsec
	21 μsec

	Relative Amplitude
	0
	-7 dB
	-15 dB
	-22 dB
	-24 dB
	-19 dB


Table 19 Channel Model Used in Evaluation of the WRAN Systems
The performance of the proposed algorithm is investigated in Fig. 33, Fig. 34 and Fig. 35. In Fig. 33, we can see that our proposed algorithm can always achieve significant improvement of throughput compared to the scheme which uses random sub-channel assignment with optimal power allocation. Specifically, this improvement is up to 200% in case of 50 users. In fact, the performance of random sub-channel assignment with equal power allocation is very close to that of using optimal power allocation, especially in the situation with many users. On the other hand, it is shown that 3-bit channel quantization achieves the similar performance with the case of perfect channel information, which only results in a rate loss of about 1%.  
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Fig. 33 Rate comparisons of two different allocation schemes with perfect and quantized channel information.
Fig. 34 shows the average number of iterations required in each loop. Here each loop means the procedure to adjust the value of 
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 so that user k’s total power constraint is satisfied. Fig. 35 illustrates the average number of loops required to satisfy all users’ power constraints. Note that the complexity of proposed algorithm can be represented as (Number of iterations per loop)*(Number of loops). For example, the required total number of iteration is only about 187 even if there are 50 users in the system of 1024-FFT size. A closer observation shows us that in the case of 3-bit quantization channel, the number of iterations per loop and the number of loops required for convergence are slightly higher than that of perfect channel. This is because, the probability with the same or similar channel gains is increased, when using quantized channel.          
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Fig. 34 Average number of iterations required for each loop.
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Fig. 35 Average number of loops required for convergence
Appendix A: Analysis on Impact of (
Intuitively, the probability of miss should decrease with the overestimation of λ and the performance of the proposed algorithm shall converge to Union algorithm with extremely over estimated λ. However, Fig 15 shows that the probability of miss first increases until a peak is formed, followed by decreasing and finally getting close to the curve of the Union algorithm. This counter-intuitive phenomenon can be explained by the following equations
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When the estimated λ is increased from the actual λ, the quantities 
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 increases. When the estimated λ is moderately (but not vastly) increased, the change in 
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 is more dominating than the other two quantities, where 
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 in fact is more or less the same even for very large estimated λ. However, when the estimated λ is increased vastly, the decrease in 
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 is more dominating and the probability of miss goes to zero at the expense of large PIT region (essentially, the performance coincides with the union algorithm). It can be explained qualitatively as follows. First when λ is moderately overestimated at a region that there exists an IT, the number of CPEs which report d=0 tends to be more than what the algorithm supposes. This is because given H1, the algorithm expects there are likely multiple ITs nearby such that the chance that a CPE cannot detect all of them is small (i.e.
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 in (3.2.8) is large). As a result, with certain parameters in the setting (e.g. relatively high CPE density), the "unexpectedly larger" number of d=0 reports makes the algorithm tend to believe H0 (i.e. 
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 increases more significantly). But when the estimated λ is extremely large, the tendency of judgment will be biased to H1 again. Fig. 36 shows the decision curve of a region θ with two nearby CPEs report d=0 and six report d=1. The decision curve is the sum of the three other curves minus the quantity 
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Fig. 36 Decision curves of θ : the region excluded from PIT region only around the peak of Pmiss
Abstract


This document provides several technology solutions of radio resource allocation and RF sensing to meet functional requirements of an IEEE 802.22 based WRAN system. These solutions include better quiet period design, sensing overhead scheme, Region based Bayesian method for RF sensing, OFDM pilot design scheme, resource allocation for OFMDA-based QoS-enabled IEEE 802.22 WRAN system for both uplink and downlink and DFS feedback solution. 
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