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Presentations considered

e https://www.ieee802.0orq/3/dm/public/0724/matheus_dm_02b_latency _07152024.pdf
e https://www.ieee802.ora/3/dm/public/0724/veloso_dm_01_07152024_v2.pdf
* https://www.ieee802.org/3/dm/public/0724/houck_fuller_3dm_01_0724.pdf
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From: houck_fuller_3dm_01_0724.pdf

Latency and Initialization Time are Related Link Latency Budget Calculation

= Additional latency will accumulate quickly.

= |nitialization is mandated by regulations, and user experience demands _
better. = Customers expect 15t frame in <300msecs
- Meeting government regulations does not meet customer expectations and is ~ As more sensors are added customer expects quicker initialization
= Example Total Link Budget Impact

consider a “D-" user experience — barely passing system.
- The NHTSA has established rules regarding rearview camera systems under

FMVSS No.111 which focuses on rear visibility —
H . . P Link Initialization . .
« The regulations mandate that rearview camera systems must be operational within 2 Sartup sl 10us per 12€ command w/o ACK pf Video Dava Transfer |__yf 1 Frame of Video
seconds of the vehicle being placed in reverse 5000 commands x 10us = SOmsecs
. Although the star]dafdl s_,pclecm'cally applies to rearview cameras, it h|g|_1||ghts_ the Total Budget to achieve 15t Frame of data = 133.01msecs
importance of quick initialization across the various camera systems in vehicles
» Current ADAS sensors can require 1000s to 10000 of initialization o o _ o
Increasing link budget time impacts overall processing cycle timing budget

commands — Startup time multiplies latency 1000-10000 fold!

4 |IEEE 802.3dm Task Force

IEEE £02.3dm Task Force

https://www.ieee802.org/3/dm/public/0724/houck_fuller_3dm_01_0724.pdf
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MT comments on
houck_fuller_3dm_01_0724.pdf p. 4/5

e Start-up time should NOT be mixed with Latency or Delay of the
data transport

* We should agree on defined terminology in order to prevent
misunderstanding:

Start up time

Image frame transfer latency

Ethernet frame latency

PHY delay

Link delay

Contribution to: €) |EEE IEEE P802.3dm Task Force - ISAAC
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MT Ideas on the use of the "Delay” and
“Latency” suffixes

* 'something’ Delay: “first bit to first bit”

* Time interval between the (first bit of the) SFD (or any other defined bit) of two
packets to pass a certain reference plane

e [ime interval for a certain specified bit within a packet to pass from one
reference plane to another reference plane

* Does NOT depend on packet length!i.e. not dominated by line rate

e 'something’ Latency: "first bit to last bit”

* [ime interval between the (first bit of the) SFD and the (last bit of the) FCS of 3
certain packet to pass a certain reference plane

* Time interval between the (first bit of the) SFD of one packet and the (last bit of
the) FCS of a response packet to pass a certain reference plane

* Depends on packet length! i.e. dominated by line rate at least for large packets

 More detailed proposal later in the presentation

Contribution to: €) |EEE IEEE P802.3dm Task Force - ISAAC
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MT questions on:

houck_fuller_3dm_01_0724.pdf — p. 6/7

MT questions:

Latency Requirements

= Latency and Jitter are important to avoid long initializations of sensors and frame synchronization with
other ADAS sensors

= For automotive sensor applications, latency should not exceed
— There is a 10us hard limit related to functional safety (from switch to camera)
- This includes a GPIO trigger event or a single 12C command
— There is a less than 1.0us latency limit from the sensor to switch
- Thereis a 1-2us limit on GPIO trigger events from the switch to sensor
- There is a less than 1.0us latency limit on the video channel from sensor to switch

= Competing SERDES technology can already achieve these latency requirements

IEEE £02.3dm Task Force

- j——302.3dm Vide

Processor [ —I1 20— Switch
GPIOO

[ (synd)

- l4——802.3dm Video .
B e = ey P ey

page 7

https://www.ieee802.org/3/dm/public/0724/houck_fuller_3dm_01_0724.pdf

Can we add a reference for each of those
requirements on page 67

Can we find terms (Bridge, Switch) which are not
already overloaded in the 802.1 realm?

Contribution to: €) |EEE IEEE P802.3dm Task Force - ISAAC
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MT questions on:
houck_fuller_3dm_01_0/24.pdf —p. /

Latency and Jitter Application Diagram MT questions:

= ADAS High Precision applications involving fast moving objects require highly accurate Does this im pl iCit'V restrict the to pology to a Single
distance and velocity measurements, a trigger latency of <1-2usecs is ideal

ink?
- This requires precision synchronization for accurate distance calculations 1 Horizontal Line of accuracy M Dl tO M Dl lln k ’
between sensors.
- PTP can be used to schedule events and provide additional latency on the GPIO trigger if a link can not

achieve <1-2usecs
L oy var |-enooo{ =]

Processor [—1 20— Switch

GPIOO
SRy e

[ (syno)
! .
1,
GPIO - Input
‘GPIO — Output
(Processar to Switch) : Switch + Cable + Bridge /! P
I 1

| (Bridge to Sensors)

|—1-ms—>:

 The GPIO-Jitter looks like an application layer
problem, not a network problem

GPIO - Jitter

These are GPIO
events that are

! toggling on
] | ' , sensor input pin
I from output of
GPIO — Input 1} GPI0 - Output ]
§ | i i 1 - Ji ! Bridge
(Processar to Switch) | Switch + Cable + 8ridge /| (aridge to Sensors) GPIO - Jitter 1 ! g
I, 1
IEEE 802.3dm Task Force When using PTP to | q
schedule triggers

https://www.ieee802.org/3/dm/public/0724/houck_fuller_3dm_01_0724.pdf
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From:
matheus_dm_02b_latency_0/152024.pdf

the complete image a
once, stores it and then

Rolling*) shutter imager timing example e tansersit Camera application latencies
y

therefore less common.

+ Aoxposure tine Automotive camera communication typically distinguishes between uni-
f'—'ll Image not to scale . . . . . . .

directional video data and bi-directional control data communication. US
latencies are relevant for control data only.

H H MIPI CSI-2

! ! C/D-PHY, 1 ]

i ; 1 ! ! 1 12C

: 1 : 1 1 1

1. ! J ! ! !

i toct T typiank s

i e '\:\ Parameter changes based on sta!istical ir_1formation sent, thandiing = 4 X torotcony T transps T tiransus ¥ toroc

| tirame = 1/fPs ' processed and returned during this blanking period, can only be

applied to the image capture after next. If handling takes longer, Detailed later in presentation

Example: the new parameters get applied to yet one image later.
Frame rate = 30 fps 2 t;me = 33.3 ms

Active image = 29 ms (design decision < t;,m.) means (33.3-29)/29 = ~15% blanking overhead
tine = Lacive/# active lines (imager capability) = 29 ms/2160 = 13.4 us << any other time in the system
texposure = Variable (but < tyame) ! 10 ms is a typical upper value for 8Mpx 3 Ethernet latencies of 10us in

the DS and of 100us in the US
tupiank = 33.3 ms — 29 ms =|4.33 MS > trandiingts thandingz < 37.66 ms|= 433 ms+33.3ms are sufficiently small for tyanging.

|IEEE 802.3dm Task Force |IEEE 802.3dm Task Force

https://www.ieee802.org/3/dm/public/0724/matheus_dm_02b_latency_07152024.pdf
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From: veloso_dm_01_0/7152024_v2.pdf

Introduction: Customer paradox (1) Introduction: Customer paradox (2)

Next gen 2?

v
[, | processor

% [*=|processor 3 | Central ECU
CAN

Target 4

ol

I Proprietary SerDes PHY I Proprietary SerDes PHY =

[ SerDes DLL/switch [ serDes DLL/switch X =

[ standard MG Ethernet capable PHY(s) [ standard MG Ethemet capable PHY(s) oo o

D Standard 10, 100, 1000 Mbps Ethernet D Standard 10, 100, 1000 Mbps Ethernet e '.':g

[ Etheret DLL/switch [ Ethernet DLL/switch 1 g

[B] Protocol bridge [B1 Protocol bridge s
|IEEE 802.3dm Task Force Page 5 IEEE 802.3dm Task Force Page 6
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MT suggested conclusions

* The dot3dm project should NOT:

* Assume the camera to be directly (MDI to MDI) connected to the
receiver/controller

 Assume the camera to be either global or rolling shutter

 Make assumptions about processing and forwarding times which are out
of the TGs control; e.g. bridges, SOCs, ISPs, other network links

e The dot3dm project should:
e Assume the camera to be connected to a bridged 802 network

e Design a generic Ethernet (802.3 MAC and 802.1) compatible PHY for
packet transport

* Optimize the PHY timing behaviour to what is economically and
technically feasible

Contribution to: €) |EEE IEEE P802.3dm Task Force - ISAAC
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An attempt to introduce more consistent wording
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Denoting Interfaces

r———-—-—=—— - hl r— - ——— — — ™ @

I TimeSync | | MAC [

\L Client J\ \L Client | ETHERNET
D A - _I TTTE T omac osl LAYERS

™ I ® S T | service interface REFERENGE

MA_DATA request HIGHER LAYERS

service interface

MODEL

MA_DATA. indication . < LAYERS @
: - —_ LLC (LOGICAL LINK CONTROL) OR OTHER MAC GLIENT @
MAC Control (MACC) APPLICATION / MAG CONTROL (OPTIONAL)
@ MAG S \ | PRESENTATION |/ MAC—MEDIAACCESS CONTROL
- I\.;A EATA. cq 71 o " service interface . / ( )
i requ;i\ DATA indicati SESSION e RECONCILIATION |
| I,|n ication \\ / / -
. TRANSPORT [ / <4— XGMII @
Media Access Control (MAC)
| - NETWORK / /

TS_RX.indication PLS_DATA request |PLS_SIGNAL.indication PLS_CARRIER.indication e DATA LINK / PHY.

TS_TX.indication PLS_DATA.indication |PLS_DATA_VALID.indication - /,///
T PHYSICAL @
PLS @ o 5 e
T T T T service interface S/
generic Reconciliation Sublayer (gRS) 2 5GBASE-T1, 5GBASE-T1, or 10GBASE-T1
@ R [ Sy O A A AN 1L /// MDI = MEDIUM DEPENDENT INTERFACE PCS = PHYSICAL CODING SUBLAYER
XGMII = 10 GIGABIT MEDIA INDEPEMNDENT INTERFACE PMA = PHYSICAL MEDIUM ATTACHMENT
e , PHY = PHYSICAL LAYER DEVICE
o NOTE 1—XGMIl 1s optional _
PHY //' NOTE 2—Auto-Negotiation is optional AN = AUTO-NEGOTIATION
9 MbI—» Figure 149-1—Relationship of 2.5GBASE-T1, 56BASE-T1, and 10GBASE-T1 PHYs

Figure 90-1—Relationship of the TimeSync Client, TSSI and gRS sublayer to the ISO/IEC OSI reference model and the IEEE 802.3 Ethernet Model

relative to MAC and MAC Client and associated interfaces
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Timestamp Point and Reference Plane

IEEE802.1AS IEEE802.3  rocr=rs PREAVELE
. .
Higher layers 10CTET SFD
6 OCTETS DESTINATION ADDRESS
6 OCTETS S0URCE ADDRESS im
| ¥  OCTETS
) ) 2 OCTETS LENGTHITYPE % “g  TRANSMITTED
11.3.9 Event message timestamp point -3 % TOPTO BOTTOM
" 46TO 1500 OR 1504[ : MAC CLIENT DATA L w
The message timestamp point for a PTP event message shall be the beginning of the first symbol following OR 1982 OCTETS ~ - - !
LLG L (SEE32.7) : PAD {
Ms the start of frame delimiter.
Ingress
e _ Modis dependent 4 OCTETS | FRAME CHECK SEQUENCE | ’
measurement time-aware system
plane enliies Egress : EXTENSION ; '
- —  timestamp T T R e R T R e e I e 4
measurement
ingressLatency 1SS plane .
wac egrsstency IEEE802.3: 90. Ethernet support for time s D N N A s
. PHY . . Bl b’
time 0 Y o — — — ¥ oo pine synchronization protocols
JOOOXXXIIOCCHHIIX.. ... K Y IO0HK ————————————————— — R XO0OOOO0RRKIITOONNNX. ... KXXXY XXX 90.4.3.2.2 Condition for generation
Ingress event message Egress event message -?'II{ASN SMITTED ————
ti > This primitive is generated by the gRS sublayer in response to detection of a valid SFD in the data stream LEFT TO RIGHT
Message limestamp point ime - Message timestamp point received across the xMII receive signals. Specific conditions for generation of this primitive are described in

(2] time 90.5.2. Figure 3—-1—Packet format

Figure 8-2—Definition of message timestamp point, reference plane, timestamp
measurement plane, and latency constants

(1] (2] © (4]

Preamble @SFD Ethernet Packet Preamble | SFD Ethernet Packet

(not to scale!) time

continuous bit stream
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gRS — MIl — PHY

r—— — — — — — — il r—— - — — — — — A
| TimeSync [ \ MAC I 7 OCTETS PREAMBLE )
\ Client [ \ Client | S — e
L — — - - = -, ] L — — R — — 4
. 7'y A ST *F* - llﬂrf\C ® 6 OCTETS DESTINATION ADDRESS o
semicomtoriass = T T T j@ MA_DATA request service interface -
| MA_DATA. indication BOCTELS SOURCEARDRESS ¥ OCTETS
' 2 OCTETS LENGTHITYPE ‘.UEJ 2 %SNT%MAE%%M
\Z
MAC Control (MACC) 4670 1500 OR 1504] | MAC CLIENT DATA L
ORMBB2 OCTETS: 4 ¢ Siroid FELIED L SEailiti o
(SEE 327) 1 ' PAD !
MAC
- I\;\_EATAI;N;t = | “aervics interace 4 OCTETS | FRAME CHECK SEQUENCE | 9
MAﬁDATAI,indicaticn __________ E_ X_TI_EEJ?I_O _N R J V
Media Access Control (MAC)
TS_RX.indication PLSJDATA,request PLS_SIGNAL .indication PLS_CARRIER.indication
TSﬁTX,indlcation‘i“ PLS_DATA.indication |PLS_DATA_VALID.indication BeIOW the (g)RS the time between o and e IS always glven by
() 1 O e <the number of bits contained in the Ethernet Frame> divided by
<the nominal bit-rate of the MIl ©>

generic Reconciliation Sublayer (gRS)

©@-—++HtH A HT -2 Across the MIl ©, there are NEVER e ©

any IDLE symbols between the

ik Preamble and the FCS!
@ mMoi—» Preamble SFD Ethernet Packet

Figure 90-1—Relationship of the TimeSync Client, TSSI and gRS sublayer
relative to MAC and MAC Client and associated interfaces

(not to scale!) continuous bit stream time
across the MIl (marked @)
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PHY Delay

® XGMII TXD<0> (1st Transfer) TXD<31> TXD<0> (2nd Transfer) TXD<31>

A e \
DUODRIDN NC 1 20T DODOONNEJODRONN MODRODN DooONI '

continuous bit stream, i.e this could be IDLE symbols or Packet bits

Data/Ctrl header \ \ \ \ / / /
tx_coded<0> tx_coded<64>
Outputof encoder M | ' The (maximum) time it takes for any bit within the data
I::Si’;fi‘ii’é’fé W AT T A0 T o S s PO PV T L O stream (here - as an example - the end of the SFD) to pass
and Table 149-2) »| Aggregate 50x 658 blocks, pius OAM| between the MIl @ and the MDI @ is referred to as the
(maximum) PHY delay
Output of transcoder 65B block 1 |658 block 2 s e s G5B Block 49|65B Block 50|1D-bit OAM
Upper limit values are given in IEEE802.3 Table 149-20
Interleaver and RS-FEC (360,326) encoder

Table 149-20—Delay Limits

65B block 1 ‘655 block 2 ‘ see

658 Block 49|65EI Block 50|10-bit 0AM |340-bit Parity

Mode Interleave Bit times Pause Quanta Delay (ns)
Gray Selectable PAM4

Mapping Precoder "| Mapping

A4

RS-FEC Encoded Frame

2.5GBASE-T1 Ix 10 240 20 4096

SGBASE-TI1 1x 10 240 20 2048

RS-FEC superframe (Lx1800 symbols)

) 5GBASE-T1 2x 13 824 27 2764.8
PMA service mo " PAM4 PAMA4, | PAMd; " PAWMdygg | PAMAjgy
interface ) ) 10GBASE-T1 1x 10 240 20 1024
NOTE 1—This figure shows the mapping from the XGMII to a 64B/65B block for a block !
containing elght data characters. 10GBASE-T1 2% 13 824 27 1382.4
NOTE 2—Figure shown for L = 1.
10GBASE-T1 4x 20480 40 2048

@ MD| Figure 149-6—PCS Transmit bit ordering

Contribution to:@lEEE ETH=RNOVIA
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Interleaving Delay

D ™
4x 50x 65bit 4x 50x 65bit 1800Byte
[ |
v ee 9 LB —— 4x 50x 65bit |4x 350bit 4x 50x 65bit | 4x 350bit
(not to scale!) time ® 00 0 o
continuous bit stream - . . —
(contains dataand IDLE) [~ o 1 o 10 o 10 = (nottoscalel)  continuous bit stream
O O O O
e I T R R T
— O 1 O 9 © 1 O
— X [ X 17 X N[ X 7
O O 1~ S 1 O -
- 0 {0 {1 410 4
(1] With Interleaving (here L=4), the PHY delay
is NOT the same for all bits (see @ and @)!
_4-1‘_4-4__4-1__“@'
— 9 198 12 129 -
O {0 -0 {4 O
I o Rl 1 I Mo R N Yo R N Yo I
o:SY):O_m__m__m_ Mpi (9)
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An Attempt at some Definitions

* (maximum) TX PHY Delay: Maximum time it takes for any e @
input bit or symbol {@) from being available on the xMIl (®) © "Ga® | | cem
until it or it's equivalent symbol appears at the MDI (©) _l;_‘_“_‘_‘_‘_‘j‘{b _— ‘l“{;mgj;fm@

» Link Delay: Maximum time it takes for the SFD (@) to L o
traverse from the MAC PLS (®) of one station to the MAC MAG Control (MACC)
PLS (®) of the station on the other end of the same link iﬁ‘mgﬁm
segment T

* Frame LatenC\é: Maximum time it takes from when the first (| MediaAcoess Control (MAC)
data bit of an Ethernet Frame becomes available atthe MAC | L. | oo T sl | s ot
service interface (®) of a Talker to when the last data bit of 15 Txnocun | 15 DAt |15 OATA P i
the same Ethernet Frame becomes available at the MAC D - *fkm.w
service interface (®) of a Listener on the other end of the
b Il d g e d N etW @) rl( generic Reconciliation Sublayer (gRS)

* Image Latency: Maximum time it takes from when the first ©@- A +HtHHH H =
pixel of an Image Frame becomes available from the
Application (@) of a Camera to when the last pixel of the PHY
Same |mage Frame becomes avallable at the Appllcatlon (@) FigQE?l;a:onshipoftheﬁmaSyncCIiant,TSSIanngSsubIayar
Of a Recelver on the Other end Of the brldged network relative to MAC and MAC Client and associated interfaces
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