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Introduction

• This presentation describes server networking requirements in 
the data center

• We acknowledge the need for 100 Gigabit aggregation links in 
the network core and backbones

– IP traffic increases 100% every year

• Servers would greatly benefit from an interim speed solution 
between 10 Gigabit and 100 Gigabit Ethernet

– Server/CPU performance increases ”only” ~2x every 2 years
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Background

• Ethernet’s origin was primarily as an end-station to end-
station network

• Fast Ethernet was timed for immediate rollout in higher-end 
workstations and servers

• Full duplex and switching fully decoupled end-station 
bandwidth from aggregated bandwidth requirements

• Gigabit Ethernet rollout was initially on aggregated links and 
servers

• 10 Gigabit Ethernet is still primarily an aggregation 
technology, years after its standardization, because it is still
too expensive for volume servers

• It will be many more years before high performance servers 
need 100 Gigabit Ethernet
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x86 Server I/O Bandwidth Projections
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Total LAN Switch ports by speeds
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Ethernet Transition Periods are Too Long
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Source: Worldwide Ethernet Hub & Switch Volume, Dell Oro, May’06

Each Ethernet generation takes longer to deploy
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Long Gaps in Ethernet Generations Require 
Alternative Interim Solutions for Servers

Source: Worldwide Fibre Channel Forecast, 
IDC, Dec’06

Fibre Channel Connections on Servers
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• The GbE�10GbE transition is taking 

longer than the industry planned

• HPC clustering and network storage are 

driving I/O bandwidth demand

• 10GbE solution cost has been too high, 

so the server industry has turned to 

alternatives to fill the gap – e.g. Fibre 

Channel and Inifiniband

• 10Gb�100Gb leap causes us to 

continue to support mulitple I/O types

• Multiple I/O technologies increase cost 

and complexity of data centers
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40 Gb/s could be a compelling speed

• It’s easy to implement at NIC level

– It aligns with the server I/O requirements

• i.e., any server with a 16x PCIe2 slot will be able to support it

• It’s easy to implement at PHY level

– We can leverage existing PHY technologies  

– 40G components are readily available today

• QSFP MSA is done 

– Supports active copper cables

– Supports ribbon short reach fiber,

– Supports WDM long haul for 4X QDR Infiniband

• 4 x 10G (XAUI like) for server backplanes
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Conclusion

• The Server market would greatly benefit from an Ethernet 
speed step between 10Gb/s and 100Gb/s, as a complement 
to 100Gb/s for backbones

• Based on differing bandwidth requirements, it is reasonable to 
assume that different speed solutions would better serve  
end-stations and aggregated links in the backbone

• Recommend the HSSG objectives include a more appropriate 
speed for Servers and end stations.


